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In this paper, the supervisory control of hybrid systems is in- systems, and it is central in designing intelligent control
tro_dU(_:ed and discussed at length. _Such control systems typlcallysystems with a high degree of autonomy (see, e.qg., [14], [12],
arise in the computer control of continuous processes, for example,[13] [3], and [4]). Hybrid system analysis and controller

in manufacturing and chemical processes, in transportation sys- thesis techni ide efficient hes f
tems, and in communication networks. A functional architecture SYNNESIS l€Chniques may provide eflicient approacnes for

of hybrid control systems consisting of a continuous plant, a dis- the design and verification of complex engineering systems.
crete-event controller, and an interface is used to introduce and  In this paper, the supervisory control of hybrid systems is

describe analysis and synthesis concepts and approaches. Our apintroduced and discussed at length. The simplest example of
proach highlights the interaction between the continuous and dis- a supervisory controller is perhaps the thermostat that regu-

crete dynamics, which is the cornerstone of any hybrid system study.I tes the t t . h Th troller i I
Discrete abstractions are used to approximate the continuous plant. ates e eMperature in ourfiomes. ine Controlieris reaily a

Properties of the discrete abstractions to be appropriate representa- SWitching mechanism that interacts with the continuous dy-
tions of the continuous plant are presented, and important concepts namics of the furnace to counteract the heat losses, so as to

such as determinism and controllability are discussed. Supervisory keep the temperature within a desirable range. The thermo-
control design methodologies are presented to satisfy control speci-

o _ dstat is further discussed in Section II-B. The type of super-
fications described by formal languages. Several examples are used . . . -
throughout the paper to illustrate our approach. visory control problems that is of interest here arises when-

ever a continuous system is to be controlled by a discrete
process such as a switching mechanism or a digital com-
puter program. Controllers of this type are being used to con-
trol many physical processes. Examples include the opera-
tion of chemical plants—start-up and shutdown procedures,
. INTRODUCTION fail-safe mechanisms, and control during regular operation

Hybrid dynamical systems are characterized by inter- by switching to different operating modes. They are also used
acting continuous and discrete dynamics (see, e.g., [11] and© coordinate multiple interacting robots, to control manu-
[10] and the guest editor’s introduction in this special issue). facturing processes, and to coordinate the operation of au-
Hybrid control systems typically arise from computer-aided tonomous vehicles.
control of continuous processes, e.g., in manufacturing and A convenient way to represent such hybrid control
chemical processes, in transportation systems, and in com-Systems is shown in Fig. 1. The continuous process to
munication networks. The study of hybrid control systems is b€ controlled, together with any continuous controllers,

essential in designing supervisory controllers for continuous iS identified as the “Plant” and is typically described by
differential/difference equations. The “Controller” includes
a discrete decision process that is typically a discrete-event
. . . . system described, e.g., by a finite automaton. The “In-
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representation of Fig. 1 is a functional one that is convenient
for the mathematical study of such hybrid systems. In certain Controller
systems, Fig. 1 represents the actual control architecture, - 1
and the controller, interface, and plant can be identified in a 7 (n] X[n]
natural way. In other systems, however, such separation is
not so clear, and in that case, this representation is used pri-
marily to study the system and identify its properties rather
than to implement any control strategies. There are hybrid
systems for which it may not be possible to separate the r(t) x(1)
continuous from the discrete part in a natural way. However,
a description as in Fig. 1 may be useful in analysis, and it
may lead to a better understanding of important properties
related to the interface of continuous and discrete dynamics.
Using the supervisory control framework as illustrated Fig- 1. Hybrid control system.
in Fig. 1, it has been possible to design discrete-event
controllers for hybrid systems. These controllers are based It should be noted that the supervisory control approach
on discrete abstractions of the continuous dynamics. Ap- does not intend to address problems that involve continuous
plications have been primarily in the chemical process controls, as it has been assumed that any continuous con-
industry and include control of distillation columns and trol action has already been considered and is included in
batch processes. The appeal of this approach is that it genthe plant of Fig. 1. It should also be noted that this approach
eralizes well-known concepts from digital control design. does notaddress jumps in the continuous state that may occur
Note that this connection to digital control is described when certain state variables are discontinuously reset. How-
in Section IV-C. One of the main characteristics of the ever, itincludes switches where, typically, there are no jumps
supervisory control approach has been the emphasis andn the state value. There is, however, alarge class of important
explicit identification of the interface issues between the engineering problems that can be solved using the supervi-
continuous and discrete dynamics. These interface issues arsory control approach described in this paper.
the cornerstone of any hybrid system study. The decision of In general, a great amount of research work has already
how detailed a discrete abstraction should be is related to thebeen done in the hybrid systems area during the past decade
fundamental question of how much information is needed (see, e.g., [6], [2], [7], [5], [11], [10]), and in the many pa-
by the controller to attain particular control goals. Note pers that have appeared in major decision and control confer-
that the discrete-event plant models derived via discrete ence proceedings, as well as the papers in this special issue.
abstractions are typically nondeterministic, and this leads Several different mathematical paradigms have been used for
to significant difficulties in controlling hybrid systems. modeling hybrid systems. In broad terms, the models differ
Those issues that were originally identified in a supervisory with respect to the emphasis on or the complexity of the con-
control framework have affected many different approaches tinuous and discrete dynamics. On one end of the spectrum
to hybrid control systems that are discussed in this issue.  there are equational models that include discontinuities such
The types of problems that have been addressed by ex-as switchings and jumps. Typically, these models are used in
isting methods in supervisory control of hybrid systems are order to extend ideas from continuous systems and study tra-
those with control specifications that can be described by ditional control problems such as stability, robustness, and
formal languages accepted by finite automata, which approx- optimal control. Some examples of such systems are dis-
imate the continuous plant. Examples include safety prob- cussed in [45], [42], [70], and in this special issue. Switched
lems, where the controller guarantees that the plant will not systems consisting of a family of continuous subsystems and
enter an unsafe operating region, e.g., guaranteeing that twa rule that orchestrates the switching between them is an im-
interacting robots will not collide. Another example is reach- portant class of hybrid dynamical systems in this category
ability problems, where the controller drives the plant from (see [38] for a survey of recent developments regarding the
an initial operating region or state to a desired one; this is the stability and design of switched systems). On the other end
case, e.g., in the start-up procedure in a chemical plant. Noteof the spectrum, there are computer science models that are
that this supervisory control framework is based on a logical mainly used to describe the behavior of real-time embedded
approach for hybrid systems and does not directly addresssystems. Models of this type are collectively known as hybrid
time issues. The emphasis is on the logical ordering of se-automata [1], [41], [24]. Based on the type of the continuous
guences of events, e.g., in a start-up procedure rather than omlynamics they can represent, there are several variations of
time constraints for an event to take place within a particular hybrid automata such as timed, rectangular, linear, and non-
time window. However, certain time issues can be addressedinear hybrid automata. Hybrid system models that are based
using this approach by including a clock to be part of the on Petri nets instead of finite automata have also been pro-
continuous dynamics of the plant. This is done to describe posed [23], [31], [21]. There are additional models spanning
digital control in a hybrid system framework, and details can the rest of the spectrum that combine concepts from contin-
be found in Section IV-C. uous control and discrete event systems. A survey of different

actuator | Interface [generator
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models and methodologies can be found in [9]. Finally, a uni-
fied hybrid system model and a formal comparison between
models has been discussed in [17].

The work described in this paper is based on and represents
extensions of developments reported in [60], [15], [63], [62],
[64], and [65]. Similar approaches based on approximations
of the continuous plant model by a discrete event system have
also been proposed in [47], [56], [20], and [40]. Some impor-
tant characteristics of these approaches are briefly discussed
in Section 1I-D. A related area is hierarchical control of hy- Fig. 2. Partition of the continuous state space.
brid systems where a hierarchical structure is imposed on the

system architecture to r.educe _comple_xity [18]7_[52]- The d_e- contains an interface that provides the means for communi-
sign is based on the notion of hierarchical consistency, which cation between the continuous plant and the DES controller.
ensures that the control objectives are satlsfled_ by the pre- The interface plays a key role in determining the dynamic
cise models at the lower levels, although the design has beerhenayior of the hybrid control system. Here, the interface has
carried out at the higher levels of the hierarchy using coarse yeen chosen to be simply a partitioning of the state space (see
models. Discrete abstractions of continuous systems in finite Fig. 2), and this is done without loss of generality. If memory
quotient spaces have also been used to study formal verificajs necessary to derive an effective control law, it s included in
tion and decidability of hybrid systems in [33] and [34]. ~  the DES controller and not in the interface. Also, the piece-
This paper is organized as follows. Modeling of hybrid \yise continuous command signal issued by the interface is
systems in the proposed supervisory control framework is simply a staircase signal as shown in Fig. 3, not unlike the
described in Section Il. The properties of the discrete ab- oytnt of a zero-order hold in a digital control system. Note
stractions of the continuous plant are discussed in Section lll. ot signals such as ramps, sinusoids, etc., can be generated if
Methodologies for the design of the interface are presentedggsired by including an appropriate continuous system at (the
in Section IV. More specifically, a methodology to designthe iyt of) the plant. The simple interface used in the model
partition of the continuous state space based on the naturaljows the analysis of properties such as controllability, sta-
Invariants of the pIant.ls presented in Section IV-A. Stab"'ty bility, and determinism. More important, it enables the devel-
of transitions in the discrete event system (DES) plant with gyment of controller design methodologies. The simplicity
respect to variations in the initial state of the continuous plant f the interface with the resulting benefits in identifying cen-

is discussed in Section IV-B. The relation of the supervisory 4 jssues and concepts in hybrid control systems is perhaps
control framework of hybrid systems with digital control de-  {he main characteristic of the approach.

sign is also described in Section IV. A language theoretic
framework is used to describe performance specifications for o, Hybrid System Model
hybrid systems and the problem of supervisory control de-
sign for hybrid systems is formulated in Section V-A. The
notion of controllability for the languages generated by the
abstracting DES plant model is defined and a methodology
for supervisory control design is presented in Section V-B.
The design methodology is illustrated using several exam-
ples, including a distillation column and a robotic manu-
facturing system. Finally, some concluding remarks are in-
cluded in Section VI.

h(x)

In this section, we present our mathematical model for su-
pervisory hybrid control systems shown in Fig. 1. The de-
scription of the interface is done very carefully in order to
take into consideration important phenomena such as chat-
tering, delays in switching, etc., so Sections II-A and II-B
are rather technical by necessity. The modeling approach is
illustrated via two simple examples in this section. A distil-
lation column and a robotic manufacturing example may be
found in Section V.

1) Continuous Plant; The plant is in general a nonlinear,

II. MODELING HYBRID SYSTEMS time-invariant system represented by a set of ordinary differ-

: . . ential equations
The hybrid control systems of interest here consist of a a

continuous (state, variable) system to be controlled, also x(t) = f(x(t), v(t)) 1)
called the plant, and a discrete event controller connected to

the plant via an interface in a feedback configuration. It is wherex(t) € X andr(t) € R are the state and input vec-
generally assumed that the dynamic behavior of the plant istors, respectively, an& C R”, R C R™, with ¢ € [a, b)
governed by a set of known nonlinear ordinary differential some time interval. For each fixadqt) € R, the function
equations. In the model shown in Fig. 1, the plant contains f(-, »(¢)): X — X is continuous inX and meets the con-

all continuous components of the hybrid control system, ditions for existence and unigueness of solutions for initial
such as any conventional continuous controller that may statesx, € X. Note that the plant input and state are con-
have been developed, a clock if time and synchronous tinuous-time vector-valued signals. Boldface letters are used
operations are to be modeled, and so on. The controllerhere to denote vectors and vector-valued signals.

is an event-driven, asynchronous DES, described here by The representation of the plant is quite general and can
a finite-state automaton. The hybrid control system also be used to describe a large class of systems that includes
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command converter (typically a zero-order hold) in a digital control

signal — system. The generator and the actuator perform, however,
more general functions than their counterparts in a typical
digital control system.

The generatoris the subsystem of the interface that
converts the continuous-time output (state) of the plant to an
asynchronous, symbolic input for the controller. To perform
this task, two processes must be in place. First, a triggering
mechanism is required, which will determine when a plant
symbol should be generated. Second, a process to deter-
Fig. 3. Command signal issued by the interface. mine which particular plant symbol should be generated

is required. In the generator, the triggering mechanism is
time-invariant nonlinear systems and switching systems. Forpased on the idea gflant eventsA plant event is simply

3} time

example, a linear switching system consistingiobubsys-  an occurrence in the plant, an idea borrowed from the field
tems can be described by of discrete event systems. In the case of hybrid control,
m a plant event is defined by specifying a hypersurface that

x(t) = Z ri(t)Aix(t) separates the plant’s state space into two disjoint sets. The

i=1 plant event occurs whenever the plant state trajectory crosses

this hypersurface. The basis for this definition of a plant
event is that an event is considered to be the realization of a
specified condition. This condition can be given as an open
region of the state space, separated from the remainder of
the state space by a hypersurface. If the state crosses the
hypersurface into the given open region, the event has oc-
curred. Mathematically, the set of plant events recognized by
the generator is determined by a set of smooth functionals,
{h;: R* — R, ¢ € I}, defined on the state space of the
plant. Each functional must satisfy the condition

wherex € R, »;: R — {0, 1}, >°i", »(¢) = 1, and
vVt € R, wherer;(r1) = 1 implies that the syster; is
actuated at timey.

2) Controller: The controller (or supervisor) is a dis-
crete event system that is modeled as a deterministic
finite automaton [26]. This automaton is specified by
S = (S, X, R, 8 ¢), whereS is the set of statesY is
the set ofplant symbolsR is the set ofcontroller symbols
6: S x X — S is the state transition function, agd S — R
is the output function. The symbols in sgtare called con-
troller symbols because they are generated by the controller. Vaohi(§) #0, Ve e N(hy) 4)
Likewise, the symbols in séf are called plant symbols and
are generated based on events in the plant. The action of th
controller is described by the equations

hich ensures that the null space of the function&llz;) =
{¢ € R™: h;(&) = 0}, forms ann — 1-dimensional smooth
hypersurface separating the state space.

3[n] = 68(8[n — 1], Z[n]) 2) Let the sequence of plant events be denoted,byhere
7[n] = ¢(3[n]) 3) e[n] = 4 means thenth plant event was triggered by
crossing the hypersurface defined hy Let the sequence
wheres[n] € S, #[n] € X, and#[n] € R. The indexn is of plant event instants be given by, wherer.[n] is the

analogous to a time index in that it specifies the order of the time of thenth plant event and.[0] = 0. A simple way
symbols in the sequence. The input and output signals assoof expressing the conditions for the generation of plant
ciated with the controller are sequences of symbols. Tildes events is byz;(x(¢)) = 0, (d/dt)h;(x(¢)) # 0. In this case,
are used to indicate a symbol-valued set or sequence. Foan assumption is made that the derivative is nonzero, i.e.,
example X is the set of plant symbols, also called tie (d/dt)h;(x(t)) # 0 at the crossing. Note, however, that
phabet and z[n] is the nth symbol of a sequence of plant these conditions do not take into account the case where the
symbols. Subscripts are also used, g:g.which denotesthe  crossing occurs exactly at a point whéi dt) h; (x(t)) = 0.
ith member of the symbol alphab&t In this case, one must use the following conditions:

3) Interface: The controller and plant cannot communi-
cate directly in a hybrid control system because each utilizes
different types of signals. Thus, an interface is required hi(x(7e[n])) = 0

e[n] =4

that can convert continuous-time signals to sequences of 361> 0 S'tfhe’ 0 <e<éy, 0
symbols and vice versa. The way that this conversion is i(x(7e[n] + ) <
362 >0 S.tL.Ve, 0 < e < b9,

accomplished determines, to a great extent, the nature of
the overall hybrid control system. The interface consists of £hi(x(7e[n] = &2)) > 0,
two simple subsystems: the generator and the actuator. The +hi(x(7e[n] =€) 2 0
generator issues symbols to the controller and plays the role (5)
of a sampler together with a quantizer of the signals analo- gng

gous to an analog-to-digital converter (sampler) in a digital

control system. The actuator injects the appropriate control Vn, 7e[n]

signal into the plant and is analogous to a digital-to-analog < T [n+ 1V (re[n]=7c[n+1] Ae[n] <e[n+1]). (6)
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The first group, (5), contains three conditions: 1) at the time
of the plant event the plant state lies on the triggering hy-
persurface; 2) immediately after the event the plant state lies plant events
on the negative (positive) side of the triggering hypersurface;
and 3) prior to reaching the triggering hypersurface, the plant
state lies on the positive (negative) side. The fourth condition,
(6), concerns the ordering of the sequences. It requires that
plant events be ordered chronologically and simultaneous
plant events be ordered according to their number, i.e., the
value of¢. The generation of plant events is illustrated in
Fig. 4. Fig. 4. Generation of plant events.
A plant event will only cause a plant symbol to be gen-

erated if the hypersurface is crossed in a defined direction. possiple for two plant events to occur within the period of a
The reason for this is that in many applications sensors only single delay. In such a case, each event will be acted upon,
detect when a threshold is crossed in one direction, €.g., ajn turn, , units of time after it occurs. In this way, the delay

thermostat. When the hypersurface is crossed in the oppositg:an pose a problem for the controller, but it is unavoidable as
direction, the event is silent. For convenience, assume thatreg| systems cannot react instantaneously.

a null symbole is generated. At each time in the sequence
7.[n], a plant symbol is generated according to the function B. DES Plant Model
a;: N(h;) — X. The sequence of plant symbols can now be

trajectory

hy(x)

In a hybrid control system, the plant taken together with

defined as ) the actuator and generator behaves like a discrete event
#n] = {O‘i(x(Te[n]))a npnsnent event ) system; it accepts symbolic inputs via the actuator and
& silent event produces symbolic outputs via the generator (see Fig. 5).

wherei identifies the hypersurface that was crossed. Alterna- This situation is somewhat analogous to the way a con-
tively, one could select the interface to generate information tinuous-time plant, equipped with a zero-order hold and
bearing symbols when crossed in either direction. a sampler, “looks” like a discrete-time plant. In a hybrid

The actuator converts the sequence of controller symbolscontrol system, the DES that models the plant, actuator,
to a plant input signal, using the functien R — R™, as and generator is called theES plant modelFrom the DES

follows: controller’s point of view, it is the DES plant model that is
> controlled. In the following, we present a simple example of
r(t) = Y (FnDI(E, 7oln], o +1]) (8) a thermostat/furnace in order to illustrate the approximation
n=0 of a continuous plant by a DES plant model. A methodology

wherel(t, 71, 72) is a characteristic function taking on the  for the extraction of the DES plant is described after the

value of unity over the time intervat;, ) and zero else-  thermostat/furnace example and is illustrated with additional

where.r.[n] is the time of thenth control symbol, which is  examples.

based on the sequence of plant symbol instants, defined in 1) Example—Thermostat/Furnace Systefite hybrid

(5), according to system in this example consists of a typical thermostat and
roln] = 7e[n] + 74 (9) furnace. Assuming the thermostat is set &tF@he system

) ) ] ) behaves as follows. If the room temperature falls belofy 70
wherer, is the total delay associated with the interface and e fymace starts and remains on until the room temperature

controller. Following the occurrence of a plant event, ittakes raaches 75 At 75°, the furnace shuts off. For simplicity,
time 74 for a new control policy to be used by the plant. It e il assume that when the furnace is on it produces a
will be assumed that.[n] < 7.[n] < 7c[n + 1]. The plant  onstant amount of heat per unit time.

input r(¢) can only take on certain constant values, where  the plant in the thermostat/furnace hybrid control system

each value is associated with a particular controller symbol. js made up of the furnace and room. It can be modeled with
Thus, the plant input is a piecewise constant signal, which o following differential equation:

may change only when a controller symbol occurs.
In the interface, a delay,; was introduced. The presence x = 0.0042(7p — x) +0.1r (10)

of the delay is necessary for two reasons. First, from a Prac- here the plant state is the temperature of the room in de-

tical point of view, the generator will not be able to detect an grees Fahrenheit, the inputis the voltage on the furnace

event until after the state has actually crossed the hypersur—comrol circuit, andly is the outside temperature. The units

face._Secon_d, ita nonzero de!ay Is _no_t used_, itis possibl_e thatfor time are minutes. The constants used in this example cor-
the d|fferer_1t|a| equation (1) vv_|||_exr_1|b_|t §o|ut|ons th_at SW'_tCh respond to particular given data. This model of the furnace is
between different control policies infinitely many times in a certainly a simplification, but it is adequate for this example.

finite time interval. Such behawor@gt_as notoceurin physmal The thermostat partitions the state space of the plant with
systems. Systems capable of exhibiting such behavior are re-

. . two hypersurfaces as follows:
ferred to aZenosystems. In supervisory hybrid control sys- yp
tems, we want the systems to be non-Zeno. It is, of course, hi(x)=x—-175 (11)
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Fig. 7. DES plant for the thermostat/furnace system.

Fig. 5. DES plant model. is defined as a mapping frol? x R to the power sep”
of P, since for a given state and input symbol the next
ha(x) =70 — x. (12) state is not uniquely defined. The output function is defined

The first hypersurface detects when the state exceeds 75, angmilary.

the second detects when the state falls below 70. The associ- The Set of DES plant model statésis based upon the

ated functionsv, anda. are very simple in this case: set of hypersurfaces realized in the generator. Each open re-
gion in the state space of the plant, bounded by hypersur-

() = Ti- (13) faces, is associated with a state of the DES plant. Whenever
So there are two plant symbols; andzs. a plant event occurs, there is a state transition in the DES
The DES controller is shown in Fig. 6. The output function plant. Stating this more rigorously, an equivalence relation,
of the controller is defined as =, can be defined on the sf§ € R™: ;(¢) #0, i € I} as
P(5,) =7 < on (15) &1 =p & iff hi(§1)hi(€2) > 0, viel. (18)
and the actuator operates as Each of the equivalence classes of this relation is associated
() =0 (16) with a unique DES plant state. Thus, it is convenient to index
1 =

the set of state® with a binary vectob € {0, 1} such that
v(72) =12. (7) b; is theith element ofv andp, is associated with the set
The thermostat/heater example has a simple DES plant{{ € R": b; = 1 & h;(£) < 0}. The equivalence relation
model, which is useful to illustrate how these models work. is not defined for states that lie on the hypersurfaces. When
Fig. 7 shows the DES plant model for the heater/thermostat.the continuous state touches a hypersurface, the DES plant
The convention for labeling the arcs is to list the controller model remains in its previous state until the hypersurface is
symbols, which enable the transition followed by a “/” and crossed. Formally, the set of DES plant states is defined as a
then the plant symbols, which can be generated by the tran-set of equivalence classes on the state space of the plant.
sition. Note that two of the transitions are labeled with null ~ Theset of DES plant state8 is defined as follows.
symbolse. This reflects the fact that nothing actually hap- P={¢eR":h(&)£0,icl}/=,. (19)
pens in the system at these transitions. When the controller ' '
receives a null symbol, it remains in the same state and reis-
sues the current controller symbol. This is equivalent to the P ={£€eR™ b, =0=h;(&) >0
coqtroller's doing nothing_, but it serves to keep all the sym- andb; = 1 = h;(€) < 0}. (20)
bolic sequences;, p, etc., in phase with each other.

So, for example, the stafg is defined as

TheDES plant statg[n] corresponds to the most recently en-
C. Extraction of the DES Plant Model tered region of the plant state space and is defined as follows:

The DES plant modelis a nondeterministic finite pln] = po (21)
automaton, which is represented mathematically by
G = (P, X, R, 1, )\). Pis the set of states is the
set of plant symbols an& is the set of control symbols. lim x(7.[n] 4 ¢) € Po. (22)
¢: P x R — 27 is the state transition function. For a given =0t
DES plant state and a given control symbol, it specifies a The limit must be used here because at exacfly|, the con-
set of possible new DES plant states. The output function, tinuous state will be on a boundary. Note that no plant symbol
A: P x P — 2%, maps the previous and current states to a is generated if the state trajectory moves along the bound-
set of plant symbols. Note that the DES plant mo@dk a aries. Note that problems associated with the boundaries of
nondeterministic automaton and the state transition function regions that partition the state space and the continuity of

where
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plant event

the analog-to-digital maps defined from these partitions have
been studied at length in [47] and [16].

The state of the DES plant model represents how much can
be known about the system by observing the plant symbols
without actually calculating the trajectories. So after a plant
symbol is generated, nothing can be ascertained beyond the
resulting region. Now we are in a position to determine the rig 8. Extraction of the DES plant model.
state transition functiog and the output function.

trajectory

Note that two DES plant statgs, /.. areadjacentat ( a control policy permits a given behavior in the DES plant,
I, ¢ € N(hy)) ifforall j € 1 there is no guarantee that the behavior will occur in the ac-
tual system. This phenomenon is due to the nondeterminism
hj) =N(hi) = b # ¢ : i ' ' '
Nhy) =N (hi) = bi # ¢ inthe DES plant model and is further discussed in Section lll.
N(hy) #N(hﬁ :>_bi =G 1) Example—Double IntegratorThe system consists of
£ € pyNpe a double integrator plant, which is controlled by a discrete

event system. A double integrator plant may used as a simple

. . ol - example for satellite control, modeling the relation between

Pe, respectively, angs, represents the clqsure 0. When the angular position and velocity and the reaction jets. The

two_ DES plant state_s are adjacenfaté), it means that the plant is given by the differential equation

regions corresponding to these states are separated by the hy-

persurfaceV'(h;), and the point lies on this hypersurface x(t) = {0 1} x(t) + {0} r(t). (23)

on the boundary of both regions. Thgsdentifies a possible 00 1

transition point between the regions. The following proposi- The generator recognizes four plant events:

tion staEes that fqr a given DES plarlt' §t@7t;eand control hi(x) =1 ha(x) = a1 (24)

symbol7y, a possible successor stat@isf the stated con-

ditions are met. Assume that for the hypersurfaces defined ha(x) =22 ha(x) = —22. (25)

by &;, we have thatd/dt)h;(x(t)) # 0 [see comments fol-  These four plant events are generated when the plant state

lowing (5)]. crosses either the; or zs axis, in a positive or negative di-
Proposition 1: Given a hybrid control system, described rection. Symbols are attached to the plant events as follows:

by (1)-(9), with f and h; continuously differentiable, then

whereb; andc; are the binary vectors associated withand

Bu € b(py, @) iff i € Iandé € A(hi) exist such that a(x) =8 aylx) =i (26)
following conditions are satisfied: as(x) =32 ou(x) = 2. (27)

« p, andp, are adjacent &, ¢); Note that the same symbol can be used to label more than

o b =0 = Vohi(€) - f(&, v(7) <0; one plant event and that; does not necessarily have to de-

o by =1 = Vohi(€) - f(€, ¥(71) > 0. pend on the state(¢). In this example, the plant symbol only
Further, if; (€) = #;, we also have that; € \(v, pe)- identifies the axis that was crossed, as illustrated in Fig. 9.

The usefulness of this proposition is that it allows the ex- e assume that there are two controller symbélss=
traction of a DES automaton model of the continuous plant {71, 72}, S0 the actuator provides two possible inputs to the
and interface as illustrated in Fig. 8. Note that in certain Plant
cases, this is a rather straightforward task. For instance, it ]
is known that if a particular region boundary is only crossed v(7) = { ’ (28)
in one direction under a given command, then the conditions
of the proposition need only be tested at a single point on  Using Proposition 1, we extract the DES plant for this
the boundary. This condition is true for the double integrator System, which is shown in Fig. 10. To illustrate how the DES
example that follows. In general, this may not be the case, plant was extracted, start with the DES plant statdi.e.,
but one can restrict the area of interest to an operating re-p1o01) and consider whethei; € (pg, 72). ¢ = 1 and
gion of the plant state space, thus reducing the computationst = [0 1]’ satisfy the conditions of the proposition, showing
required. that indeedv; € (g, 72). Proceeding in this way, we ex-

As stated above, the DES plant model is an approxima- tract the DES plant model. Proposition 1 is also used to find
tion of the actual hybrid system. Specifically, the state of the the plant symbols generated by the transitions. In the sample
DES plant model is an approximation of the state of the con- instance \(fo, ps), there are two possible symbols; and
tinuous plant. As a result, the future behavior cannot be de- ¢. By convention, the nonsilent symbol takes precedence, so
termined uniquely, in general, from knowledge of the DES {Z1} = A(p9, ps). A controller that drives the state of the
plant state. The approach taken here is to incorporate all thedouble integrator in clockwise circles is designed in Sec-
possible future behaviors into the DES plant model. From a tion V-B.
control point of view, this means that if undesirable behaviors
can be eliminated from the DES plant (through appropriate P- Rélated Models
control policies), then these behaviors can likewise be elimi-  There are supervisory approaches to hybrid control in the
nated from the actual system. On the other hand, just becausditerature that are related to the approach described above.
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Fig. 9. Generator for the double integrator example.

Fig. 11. Hybrid system model.

over the intervals of time between successive plant—con-
troller interactions according to the following equation for
the intervalfr, s]:

2(t) = flx(t), t, c(t —7), d(t — 7)) (29)

wheret € [r, s], andc(t) andd(t) are the control function
and disturbance function, each with domfinso]. A hybrid

Fig. 10. DES plant for the double integrator. system is formed by connecting the plant automaton to the
control automaton as follows. The output of the controller

One is the Nerode—Kohn approach to hybrid control systems consists of pair¢A, c) specifying a duration and a control
that is based on automata theory. The model and related workaw for that duration. This makes up the corresponding input
can be found in [47] and [48]. This approach is similar to the t0 the plant automaton. The output of the plant automaton is
one described here. The main differences are in the way plantconnected to the input of the controller automaton.

events are generated and the explicit introduction of time as  The next two approaches are motivated by chemical
a parameter of the control signals. The plant and controller Process control applications and are directly related to our
are represented by interacting nondeterministic sequentialWork. Qualitative modeling of linear systems with quantized
automata. Theontrol automatoris a nondeterministic se-  State measurements has also been considered by Lunze [39].
quentia' automaton, which has as an infinite input a|phabet The main Characteristic Of the m0de| iS that the pal’tition
consisting of sensor measurements and an infinite output al-iS Predetermined by sensor quantizations. Discrete-time
phabet consisting of control laws. The plant is modeled as Systems of the form

a nondeterministic sequential automaton, which represents a
system given by time-variant ordinary differential equations.
The input alphabet of the plant is the infinite alphabet of con-

trol laws and the output alphabet of the plant is the infinite surementgz(k)], which represent the qualitative states, are

?Iphabet c;:‘ ser;Eor. rrseaSLIJLeTents. The autpm?ta Intieract 8lvailable. The state variablesare quantized independently
imest;, where the interval between successive tidis= from each other with resolutiog,., according to the equa-

t,+1 — t;, can vary. To facilitate analysis, several special- tion
izations of the above model are imposed. First, the time be-
tween successive plant—controller interactions is required to ‘ _
be constant, i.eA; = A. Second, the plant is assumed to be [i(k)] = si(k) (31)
time-invariant. Third, the control automaton is decomposed
into a finite automaton equipped with an interface. The model
is shown ir_l Fig. 11. Here, the control automaton has been ((si(k) = 3) qui) < @i(k) < ((si(k) + 1) az;) . (32)
separated into three parts: an analog-to-digital converter, an
internal control automaton, and a digital-to-analog converter. Graphically, the state spad¥ is partitioned into the rect-
The internal control automaton is a finite automaton. That angular blocks whose edges have the direction of the axes
means the analog-to-digital converter converts real-numberand lengthg.., as illustrated in Fig. 12. A nondeterministic
sensor measurements to one of a finite number of input sym-automaton is used to describe the qualitative behavior simi-
bols. The digital-to-analog converter maps output symbols to larly to the hybrid control system model presented earlier in
a control law and a duration for which the control law should the section. The system is also approximated by a stochastic
remain in effect. automaton with the assumption that the initial stafés uni-

The plant automaton represents an underlying systemformly distributed over the corresponding rectangular region
defined by ordinary differential equations. The plant evolves of the state space. More recently, Lunze has considered more

2(k+1) = Ax(k), =(0)=xg (30)

are considered. It is assumed that only quantized state mea-

wheres; (k) satisfies the relation
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general grids in order to derive deterministic discrete-event %
representations for linear continuous systems [40].

A similar model where the plant state evolvediifi and
the control input and measurement signals are symbolic is e,
considered by Raisch [55], [56]. In addition, the state is af-
fected by real-valued unknown but bounded disturbances.

o

* X
More specifically, the plant is modeled as a nonlinear dis- %qx %qx
crete-time system with state transition function :
o(tr1) = fa(te), w(tn), uaty)) (33)
Ya(te) = qu(z(tr)) (34)
wherez(t;) € R" is the state at time, andw(t;) € R” Fig. 12. Partition of the two-dimensional state space into

is the disturbance. The control and measurement symbolsrectangular blocks.

areugy(ty) andyy(tx), respectively, and,, is the measure-

ment map that converts the state to the corresponding measdesirable behaviors can be eliminated from the DES plant
surement symbol. A requirement imposedois that it can (through appropriate control policies), then these behaviors
be solved with respect to the first argument, i) = will be eliminated from the actual system. On the other hand,
Fx(tur1), w(ts), ua(ts)). A contribution of this modeling  just because a control policy permits a given behavior in the
framework is the formulation of a hierarchy of discrete ab- DES plant, there is no guarantee that the behavior will occur
stractions with respect to the approximation accuracy. Thein the actual system.

approximation accuracy of the DES plant model can be im-  Raisch and coworkers [55], [56] have used a behavioral ap-
proved by including past measurements and control signals.proach for the representation of dynamical systems in order
The state of the DES plant model (approximating automaton) to formalize the issues related to the approximation accuracy

is defined by of the discrete abstractions and the effects of the supervisor.
([yalts), - - yalto)], We briefly discuss this approach to illustrate the issues re-
. lated to the approximation of the plant by a DES plant model.
[walt), - ua(to)]), ifk=0,1, A dynamical systen® can be described as a triple
za(tr) = v—l (T, W, B) with T C R thetime axis W the signal space
(Twa(tr), - valts—o)l, andB c W7 (the set of all functionsf: T — W) the
[wa(tr), -5 walte—s)]), ifk>wv. behavior[67]. In our modeling formalism, the behavior of

(35)  the DES plant modeB, c (X x R)T consists of all the
pairs of plant and control symbols that the nondeterministic

measurement and control signals and can be adjusted to thgutomaton(P,HX, R’hz/” A) can gener?te. The time ?X'S .
specification requirements. An important characteristic of L "€Presents here the occurrences of events as defined in

the approach is that the time needed for a transition, which S€ction II. A necessary condition for the DES plant model
is ;41 — ¢, is retained in the discrete approximation. The © P& @ valid approximation of the continuous plant is that
approach has been applied to examples from process controf € Pehavior of the continuous plant mod#! is contained

in [54]. in the behavior of the DES plant model, i.&8, C By.

Since the controller is represented by the automaton
(S, X, R, 8, ¢), its behavior can also be described as
B, ¢ (X x R)T. The main objective of the controller is

In this section, we discuss properties for the DES plant to restrict the behavior of the DES plant model in order to
model to be a useful representation of the continuous systemspecify the control specifications. The specifications can be
described by a behavidB,,.. C (X x R)T. Supervisory
control of hybrid systems is based on the fact that if undesir-

The DES plant model is an approximation of the actual able behaviors can be eliminated from the DES plant, then
system and its behavior is an abstraction of the system’s be-these behaviors can likewise be eliminated from the actual
havior. Specifically, the state of the DES plant model is an ap- system. This is described formally by the relation
proximation of the state of the continuous plant. As a result,
the future behavior of the actual continuous system cannot Ba1 By € Bipee = Be N B: € Bopec (36)
be determined uniquely, in general, from knowledge of the and is depicted in Fig. 13. The challenge is to find a discrete
DES plant state. The approach taken here is to incorporateabstraction with behaviaB,, which is an approximation of
all the possible future behaviors into the DES plant model. the behaviorB,. of the continuous system and for which is
Thus, we construct a conservative approximation of the be- possible to design a supervisor in order to guarantee that the
havior of the continuous plant that includes the behavior of behavior of the closed-loop system satisfies the specifica-
the plant, and can be realized by a finite-state machine. Notetions Bgpec.
that different continuous processes may be represented by a A more accurate approximation of the plant’s behavior can
DES model. From a control point of view, this means if un- be obtained by considering a finer partitioning of the state

The approximation accuracy depends on the lengthithe

I1l. PROPERTIES OF THEDES RANT MODEL

A. DES Plant Model as an Approximation
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Fig. 13. DES plant model as an approximation.
Fig. 14. Nondeterminism of the DES plant model.

space for the extraction of the DES plant. A totally ordered
set of discrete abstractions for a given system has been prestudy stability of transitions in the DES plant with respect to

sented in [55]. variations in the initial state of the continuous plant. Finally,
we present an alternative to the usual quantization technique

B. Determinism of digital control based on the interface of hybrid control sys-
tems.

An interesting aspect of the DES plant’s behavior is that
it is distinctly nondeterministic. This fact is illustrated in
Fig. 14. The figure shows two different trajectories generated
by the same control symbol. Both trajectories originate inthe A methodology is presented [63], [64] to design the inter-
same DES plant stafg . Fig. 14 shows that for a given con-  face for a plant described by
trol symbol, there are at least two possible DES plant states .
that can be reached frof . Nondeterminism in the DES x(t) = f(x(2), x(1)) (37)

plant therefore arises due to uncertainty in the DES states,ynere certain smoothness assumptions apply. The approach

reached under a controlled transition. Transitions within a js hased on the natural invariants of (37). We assume that the
DES plant will usually be nondeterministic unless the bound- plant is given, the set of available control policies is given,

aries of the partition sets are invariant manifolds with respect 5,4 the control goals are specified as follows. Each control
to the vector fields that describe the continuous plant. More goal for the system is given as a starting set and a target set,
details about such partitions are presented in Section IV. Theg,ch of which is an open subset of the plant state space. To
problem of obtaining deterministic discrete-event represen- re5ize the goal, the controller must be able to drive the plant
tations for specific classes of hybrid systems has been con-giate from anywhere in the starting set to somewhere in the
sidered in [22] and [40]. , _ target set using the available control policies. Generally, a
There is an advantage to having a hybrid control system system will have multiple control goals.
in which the DES plant model is deterministic. It allows “\ye propose the following solution to this interface design
the controller to (_Jlrlve the plant state through any desired problem. For a given target region, identify the states that
sequence of regions provided, of course, that the corre-can pe driven to that region by the application of a single
sponding state transitions exist in the DES plant model. If ¢qnrol policy. If the starting region is contained within this
the DES plant model is not deterministic, this will notalways - get of states, the control goal is achievable via a single control
be possible. This is because even if the desired sequence ofgjicy. I not, then this new set of states can be used as a target
state transitions exists, the sequence of inputs that achleve§egi0n and the process can be repeated. When the regions
it may also permit other sequences of state transitions.aye peen identified, the generator is designed to tell the con-
Unfortunately, given a continuous-time plant, it may be yrier, via plant symbols, which region the plant state is cur-
difficult or even impossible to design an interface that leads rgpyy in. Note that similar methods based on backward anal-
to a DES plant model that is deterministic. Fortunately, ygis of the dynamics have been discussed in [53] and [66].
it is not generally necessary to have a deterministic DES ¢ompytational algorithms for the use of the phase-space geo-
plant model in or_der to control it. The supervisory control - atric description of dynamics have been developed in [71].
problem for hybrid systems can be formulated and solved 14 gescribe the regions mentioned above, we use the con-
when the DES plant model is nondeterministic. cept of the flow [49]. Let the flow for the plant (1) be given
by Fi: X x R — X, where

A. Generator Design

IV. INTERFACE

. | . . x(t) = Fy(x(0), 1) (38)

The interface plays a key role in determining the dynamic

behavior of the hybrid control system. Many times, the par- The flow represents the state of the plant after an elapsed time
tition of the state space (generator in the interface) is deter-of ¢, with an initial state of(0), and with a constant input
mined by physical constraints and it is fixed and given. Here, of ~(+). Since the plant is time invariant, there is no loss
we assume that we can select the partition and we focus onof generality when the initial state is definedtat 0. The
specific problems for the interface design. First, we present flow is defined over both positive and negative values of time.
a methodology to design the partition of the continuous state The flow can be extended over time using the forward flow
space based on the natural invariants of the plant. Next, wefunction, F;F: X — P(X), and the backward flow function,
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F,: X — P(X), [P(X) denotes the power set &f], which where I is the index set indicating which hypersurfaces

are defined as follows: bound the target region. A common flow regidhis speci-
fied as
@) = U o} (39) ‘
>0 B={£eX:hi(§) <0,h(§)>0,Vielp} (44)
F (&= U {Fr(&, t)}. (40) wherely is an index set indicating which hypersurfaces form
t<0 the invariant manifolds bounding and#. defines the exit

boundary forB. The goal, of course, is that should include
only states whose trajectories lead to the target region. Fig. 15
shows an example of this whefg = {1} andIz = {2, 3}.

The backward and forward flow functions can be defined on
an arbitrary set of states in the following natural way:

FYA)= U {F(€)} (41) The target regiorf’ is surrounded by:;, and the common
£EA flow region lies betweerh, andhs above the exit boundary
- - he.
F. (A)= F 42 e
v () gg{ v @) (42) Consider the hypersurfaces defined fy;: ¢ € Ig}.

_ B _ These hypersurfaces must first be invariant under the vector
whereA C X. For a target regioril",F;”(T) is the set of  fie|d of the given control policyf. This can be achieved by
|n|t|a| states from Wh|Ch the plant can be driVenfaNith Choosing them to be integrai manifolds of an- 1-dimen-
the inputy(7y). In addition, /3 (T) is the set of states that  sjonal distribution, which is invariant undgr An n — 1-di-

can be reached with inpy(7) and an initial state if. Note  mensional distribution(x) is invariant undey if it satisfies
that the backward and forward flow functions applied on the (45)

set of states correspond to the precondition and postcondition [/(x), Ax)] € Alx)
operators used in verification algorithms of hybrid systems where thef(x), A(x)] indicates the Lie bracket. Of the in-
[1]. variant distributions, those that have integral manifolds as

Now, a generator design procedure can be described usingve require are exactly those that are involutive (according
the backward flow function. For a given starting regi®m to Frobenius). This means

X and target regiofi’ C X, use the following algorithm. §1(x), 62(x) € A(x) = [81(x), 82(x)] € A(x).  (46)

Therefore, by identifying the involutive distributions that are

1. If Sc1T, stop. _ . . : oo

2. Identify the regions F(T), Vi€ i invariant under the vector field, we have identified a set

3. let T=U, - F*’(T) k ' of candidate hypersurfaces. For details of these relationships
4 Go to 1) TRERT K between vector fields and invariant distributions, see [27].

Since ann — 1-dimensional involutive distribution can be

defined as the span ef— 1 vector fields, over each of which
There are two problems associated with this algorithm it will then be invariant, and the control policy only gives one

as stated. First, it will not stop if there is no sequence of yector field f, there will be more than one family of hyper-

available control policies that will achieve the control goal, syrfaces that are all invariant undérThe set of all invariant

and second, actually identifying the regions given by the hypersurfaces can be found in terms:ef 1 functionally in-

flow functions is quite involved. The first issue is related to dependent mappings that form the basis for the desired set Of

the adequacy of the available control policies and will not be functionals{h,: i € I3}. This basis is obtained by solving
dealt with here. The second problem will be addressed. Thethe characteristic equation

difficulty in identifying a region given by a flow function is

. . . . . d.Tl d.’L’Q dl’n

integrating over all the points in the target region. Here, we m = m =, = m (47)

will focus on identifying subsets of}, (7°), which we call JINE O JRE niX

common flow regionsCommon flow regions are bounded Where fi(x) is theith element off (x). _

by invariant manifolds and an exit boundary. The invariant  In the following, the approach for the generator design

manifolds are used because the state trajectory can neithelased on natural invariants is illustrated using the double in-

enter nor leave the common flow region through an invariant tegrator example. More details can be found in [63] and [64],

manifold. The exit boundary is chosen as the only boundary and the application of the method to a simplified model of

through which state trajectories leave the common flow @n autonomous underwater vehicle can be found in [62]. A

region. methodology based on natural invariants has also been used
To design the generator, it is necessary to select the sefh a Petri_net framework for modeling and control of hybrid

of hypersurfaces{h;: X — R|i € I} and the associated Systems in [31] and [30]. _ _

functions, {a;: N(h;) — RJi € I}, described in Sec- 1) Example—Double IntegratorConsider the double in-

tion I1. These hypersurfaces make up the invariant manifolds tegrator example. Suppose we are given the plant

and exit boundaries mentioned above, as well as form the o1 0
boundary for the target region(s). A target regibiis spec- x®) =g o|x®+]|x® (48)
ified as three available control policies

T={{eX:Vielp, hi(§) <0} (43) r(t) € {-1,0, 1} (49
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Fig. 15. Target region and invariants.
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and the following control goal: drive the plant state to the
interior of the unit circle from any initial point. So the starting
set consists of the entire state space, and the target set is

T={¢cX:24+6 <1} (50)
The target set is bounded by the hypersurface given by
hr(€) =& +&5 - 1. (51)

The first step is to calculate the invariants that can be used to
obtain hypersurfaces. There are three families of invariants,
one for each of the three control policies, which can be found
by solving the characteristic equation (47) for the double in-
tegrator

+(&L+38+a) (52)
+(& -8 + o) (53)
(& + c3). (54)

The first hypersurface,, is used to identify the target re-
gion.

hi(€) =hr(€) =& +& -1

A common flow region entering” under the first control

(55)

policy, r(¢) = —1, is bounded by
ha(€) ==& — 56 — 0.9 (56)
ha(€) =&+ 565 -09 (57)
and
he(£) = ha(§) = €2 +0.1. (58)
Identify this common flow region a8 :
By ={& ni(€) <0, hy(€) > 0,4 € {2, 3}}. (59)

Likewise, a common flow region enterirfj under the third
control policy is bounded by

hs(€) ==& + 165 -09 (60)
he(€) =& — 36 0.9 (61)
and
he(§) =h7(§) = =62+ 0.1. (62)
Identify this common flow region a8,
By = {&: hi(§) <0, h7(§) > 0,7 € {5,6}}.  (63)

Fig. 16(a) illustrates what we have so far. Now the target can
be extended to includ®; or B, and more common flow
regions can be obtained. Let the new target be giveti’by
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TUB;. Acommon flow region entering” under the second
control policy is bounded by choosing

Ip, = {7} (64)

ande = 2. A common flow region enterin@”’ = 7" U By
under the third control policy is bounded by choosing

ande = 7. Fig. 16(b) gives a final picture of the hypersur-
faces and regions involved in this example.

Given the hypersurfaces and the regions of the patrtition,
a controller can be easily designed. Note that our synthesis
methodology is described in Section V. Here, we present an
intuitive way for the design of the controller. There is only
one control goal for this example, and therefore, the entire
controller will consist of a single subautomaton. Start by cre-
ating a controller stat&r, which is associated with the target
region. Two common flow regions, labelét] andB;, were
identified that lead to the target region. Then, create two more
controller states;; ands,. B; consists of the trajectories that
reach the target region under control poligyand therefore,
$(51) = 71; likewise ¢(32) = 73. Connects; to §r with
a transition labeled;, which is generated when the plant
state crosseh; to enter the target region. Do the same for
$2. Next, creates; to go with Bs, and add a transition té&
labeledz,. When all the common flow regions have their
associated states and transitions, the controller is shown in
Fig. 16(c).

B. Transition Stability

In this section, logical invariance of the DES plant tran-
sitions to variations in the initial continuous state is defined
and conditions for inferring “stable” DES plant transitions
are presented. For more details, the reader is referred to [36].
Ideally, the transitions in the DES plant should be unchanged
by small perturbations in the state of the continuous plant.
The important property is referred to here as transition sta-
bility, and it is related to the notion of “structural stability.”
This section presents a set of sufficient conditions ensuring
the stability of transitions in the DES plant with respect to
variations in the initial state of the continuous plant. These
conditions are based on the Lyapunov stability theory, and
hence, the notion of logical stable transitions is clearly re-
lated to conventional stability of continuous systems.

Assume that the partition of the state space is given. Let
BB denote the finite collection aof disjoint sets that partition
the state space of the continuous plant, and denotattlet-
ementass;,i =1, ---, q. The desired behavior of the con-
tinuous plant can be described as a desired language for the
DES plant model as described in Section V. This is a formal
specification on how the plant should transition between ele-
ments off3. The problem considered here is concerned with
conditions that ensure that such transitions occur in a stable
manner. DES plant validity can be viewed in terms of the in-
variance of plant and control event sequences to small pertur-
bations in the state of the continuous plant. An arc of the DES
plant represents a transition of the continuous plant’s state
between two subsets frofft The labeling of that by a plant
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Fig. 16. (a) Target region and invariants. (b) Final regions for double integrator. (c) Controller.

®

symbol arc represents the symbolic behavior of that transi-

tion. A valid DES plant would preserve that labeling under
small perturbations of the initial continuous state. This view-
point is formalized in the following definition df-stability.

Let G = (P, X, R, ¢, \) be a DES plant model for a
hybrid dynamical system. Lei andp,; be two vertices inP
corresponding to the sefs; and B;, respectively. Consider
the arc(p;, p,) labeled with the control symbaland plant
symbolz. Letr = ~(7) be the control vector associated with
control symbol# through the interface actuator mapping
and denote by}: X — X the transition operator generated
by the differential equatiot(t) = f(x(t), r(t)).

The ard(g;, p;) istransition-stablgor I-stablg iff for all
Xo € B;, there exists an open neighborhd8dx,) centered
atxg and a finite timed < 7" < oo such that the set

Nr = {xr:x7 = ®}(x), x € N(x0)} (66)

is an open subset @&; and the plant symbat issued during
the transition is identical for all transitions starting’ifa(xo)
and ending inVy.

We consider a special case of nonlinear continuous plant,

which is described by the following set pflifferential equa-
tions:

(67)

@ = £ (g:(i)) Jé::l riifi (xm)

wherez(®,i =1, - .., pis the state vector for theh differ-
ential equation, and;;, j = 1, - --, m are the components
of the control vector; for theith equation. In this case, the
collection of mappings/;: R* — R™ for j = 0, ---, m
represents a set @f + 1 control policies The control poli-
cies of theith differential equation are linearly mixed by the
components of the control vectar. Such a nonlinear system
is often referred to as being “affine” in its control vectors.

Under suitable assumptions, itincludes the class of nonlinear

to bel’-stable is that all trajectories starting i) are at-
tracted toB;, and are repelled by any other elementssof
This condition is satisfied providef;, contains a global at-
tractor for the controlled system and all othgy, ¢ £ k are
repellors. These conditions can easily be established by con-
structing a Lyapunov functiond;, over the state space such
that the system is globally stable 18,. To ensure that all
other sets are repelling, it is sufficient to guarantee that there
exists Lyapunov functiondl;, i £ k for each of these gen-
erator sets, which always forces the state trajectory out of the
set.

In order to formulate these sufficient conditions, we use
the Lie directional derivative of a functional. LEt R* — R
be a continuous differentiable functional andfefR™ — R™
be a smooth vector field. L&%..V denote the gradient vector
of V. The Lie (directional) derivative oV, L;V: R* —
R is defined as the inner product of the gradientofvith
the vector fieldf, L;V: (V,V)T f. The LaSalle invariance
principle [35] can be used to establish the following sufficient
conditions.

This arc isT-stable if there exists a set of continuously
differentiable positive definite functional§: R* — R, ¢ =

1, ---, g, which are zero on a closed proper subseBpi
B,i=1,---, q, suchthatforalk € X andx ¢ B
1
[Lfovk, Lf1 Vk, sy Lmek] <0 (68)
Trn,
andforallx € B;,for: =1, ---, gandi # k
1
T1
[Lfovi7 Lf1Vi7 Tty Lfmvi] > 0. (69)
Trn

The above conditions are clearly not necessaryl fata-

systems that can be linearized through appropriate feedbackbility. For many situations, they may only have to hold in a
Consider a DES plant model of a hybrid system whose local sense. Nevertheless, these conditions are very valuable.

continuous plant is affine in its control policies. Consider an
arc (g;, px) of the DES plant with control symbol labé|
and letr = [ry, -- -, 7m]* = ~() be its corresponding con-
trol vector. Note that a sufficient condition for the transition

1038

Dynamical systems are always influenced by unpredicted ex-
ternal disturbances, which may force the plant state off the
controlled trajectory. When such disturbances occur, it is de-
sirable that the transition remain “stable.” One way to ensure
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that is to require that the sets of the partition are global at- the plant. A convenient way to do this is to use a two-state
tractors and repellors. Therefore, while the above conditions oscillator, such as
are restrictive, they provide a test that is useful in the face of ] { 0 w}

Xe = Xe

unmodeled disturbances. w0 (70)

f-{r?e Sléﬁs'c'elnt f‘f)”d'“‘”_‘s pertal? t? a S'Eglle _T_rrf:msnmn ezlr_c wherew is the clock frequency. If required, can be made a
ot the plant for a given control Symbol. These Condi- ¢, +ion of the plant input(t) and then the clock frequency

E'O?S form afs%/hstem Otf. linear mclaquta:;ty cqglstramt? n tht? €ON" canbe changed by the controller. To implement the sampling,
rol space of the continuous plant. Feasible points satisfying hypersurfaces of the type

the inequality system are therefore constant control vectors

r € R™, which guarantee that the single ardisstable. By hi(xc) = k1wer + kazea (71)
of control vectors-;, « = 1, ---, p associated with the con-  gyrface withk; = 1 andk, = 0 would model the typical case

trol symbolsr; is obtained. The systematic application of this \yhere the sampling rate is given by 2. In this case, the
approach to every arc in a given DES plant can then be usedyartition of the state space looks like a grid. By adding more
to determine an actuator mappingwhich 7-stabilizes the  pynersurfaces, each with its own measurement funetion
entire DES plant. multirate sampling can be modeled.

Deciding theZ™-stability of the entire DES plant can only When modeling digital control, the measurement func-
be done if there exists a numerically efficient method for tion(s) o is a quantizer. The value of each state at the sam-
finding feasible points. One class of algorithms for doing this pling instant is truncated or rounded and restricted to the
is themethod of centeralgorithms [46]. Method of center  ange of values acceptable to the digital controller. For ex-
algorithms compute a sequence of convex bodies and theiramp|e’ a controller implemented on an 8-bit computer might
centers in such a way that the computed centers convergeynly have the capability to measure a state to 256 possible

convex bodies and the centers, different types of algorithms giyen py

are obtained. A particularly well-known example is the el- .

lipsoid method [46]. In this algorithm, the convex bodies are X={0,1,---, 255} (72)
ellipsoidal sets containing the set of feasible vectors, and the . )

centers are the geometric centers of these ellipsoids. In [36],21d @ measurement function given by

the ellipsoid method is used as an inductive learning algo- a1 (x(t)) = trundx(t) + 128) modulo256. (73)

rithm for inferring 7-stable interfaces. Quantization of this type will form a grid-like partition of the

state space into regions, each associated with the same plant
C. Digital Control in a Hybrid Framework symbol.

On the other side of the interface, the actuator models a
zero-order hold. Controller symbols, representing quantized
plant input values, are converted to piecewise constant plant
inputs. In an example akin to the one given above, the set of
controller symbols is given by

In a digital control system, a continuous-time plant is con-
trolled by a digital computer. The plant output is sampled and
quantized to provide the input to the controller, and the con-
trol signal is passed through a zero-order hold to provide the
plant input. Here, we show that such a digital control system B
is a special case of a hybrid control system. The more gen- R=10,1,-.-, 255} (74)
eral framework of hybrid control systems is used to discuss gnq+ is given by
problems encountered in digital control such as chattering ~
and limit cycles and to illustrate the connection between hy- r(e[n]) = 7[n] - 128. (75)
brid and digital systems. More details can be found in [61]. Finally, the controller is an automaton that implements the
Section IV-A presented a method for designing the interface desired control strategy for the digital controller.
of a hybrid control system using the natural invariants of the  The designer is free to choose the sampling rate(s) and the
system. Here, this method is used as an alternative to thequantization level(s) for each state. These choices determine
usual quantization technique of digital control. An example the dimensions of the-dimensional boxes that fill up the
illustrates the application of this method to a digital control state space. What the designer cannot do is change the basic
problem; it also shows the application of a DES controller shape of the boxes that form the partition; in digital control
design approach to digital control. with sampling in time they will always be rectangular. On the

A digital control system can be viewed as a special case of other hand, most hybrid control design possibilities cannot be
a hybrid control system in which the plant, interface, and con- realized in digital control because of the need for a grid-like
troller obey certain constraints. In a digital control system, partition.
the events are triggered at regular (or, if desired, irregular) In digital control, the problem of choosing the appropriate
intervals of time. This gives rise to sampling in time and re- control policy is many times handled by approximating an
quires that there must be a clock present in the system. Inexisting continuous control law. Since state-space trajec-
digital control, this clock is normally not modeled explicitly, tories are not generally straight lines, they will not flow
but in our hybrid control framework it will appear as part of “neatly” through the grid-like partition of the digital control
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system. Trajectories in a given region of the partition will
inevitably leave that region through more than one of the \_/
region’s boundaries. This gives rise to nondeterministic
behavior in the DES plant. The problem cannot be solved
by changing the size of the region because it will still have
the same grid-like shape. In hybrid control, the strategy is
to shape the regions according to the system trajectories
so as to control which boundaries the trajectories can pass
through. This is not possible with a digital control system.
Fig. 17 shows an example of the added flexibility afforded
by hybrid control over standard digital control.

Since the problems encountered in digital control are
largely a result of the quantization, it is reasonable to try to
solve them by changing the way the quantization is done. Fig. 17. Nongrid-like partition.
The usual quantization forms a grid-like partition of the

\\%\
:
NENARY

state space, forming an arrayeidimensional boxes—each The controller for this case is
with its own symbol. The problem is that these quantization —2.0, if g3(x) <0, g2(x) < 0
levels may have no relationship to the state trajectories that #lk] = { 2.0 if g2(x) > 0, g3(x) > 0 (84)

flow_ 'Fhrough them. To reo_luce this_ problem, the grid-like 0.0, otherwise.
partition can be replaced with a partition based on the natural

invariants of the system. The following illustrating example  F19- 18(b) shows a state trajectory for this system. Note
explores the use of invariants for quantization. that chattering has been avoided and the controller easily fol-

1) Example—Double Integratorin this example, we lows from th_e int'erface design by identifying the hypersur-
have a double integrator that we wish to stabilize. The faces thatwill drive the state to the origin.

interface is designed to quantize based on system invariants
and the controller is again designed with methods from V- SUPERVISORY CONTROL DESIGN

hybrid control. We start with a double integrator plant In conventional control, theoretic measures of system per-
) 0 1 0 formance are frequently taken to be norms (“size”) of some
= [0 0} x+ [1} r (76) important signals within the control system. Unfortunately,

norm-based performance measures may be inappropriate for
The natural invariants of the system are to be used in the sypervised systems, since many times the space of interest is
quantization. Three possible inputs are used to control thenot metric and such measures do not exist. A different way to
double integratof—2, 0, 2}, and they are used to compute express performance of a system is needed that, for example,
three invariant functions for the SyStem. The invariant func- may be used to Supervise the Start_up procedure ofa process
tion associated with the Inpbl{2 is Computed as follows. The p|ant_ In the fo”owing, we use a |anguage theoretic frame-
control policy is work to describe performance specifications for hybrid sys-
Fu(x) =2 (77) tems, and we formulate the supervisory control problems for
hybrid systems. We also use the language generated by the
fo(x) ==2. (78) DES plant to examine the controllability of the hybrid con-
This gives the characteristic equation trol systgm, we present a methodo_logy for controller design,
and we illustrate the framework using several examples.
— (79) Once the DES plant model of a hybrid system has been
&2 -2 extracted, a supervisor can be designed using controller syn-
with a solution thesis techniques based on discrete-event systems. Our work
) builds upon the framework of supervisory control theory ini-
91(x) = &1 + 0.25x;. (80) tiated by Ramadge and Wonham [57], [58], [68]. Here, we
The remaining two invariant functions can be computed sim- 2dapt several of those results and apply them to the DES
ilarly: plant model obtained from a hybrid control system. The main
differences between the Ramadge—Wonham framework and
92(x) =2 (81) the DES plant models of the hybrid control framework are
g3(x) =21 — 0.2525°%. (82) the nondeterminism of the plant and the inability to disable
plant events individually. These differences and an extension
The values of these invariant functions are quantized to form of the supervisor synthesis algorithm in [57] to the design
the plant symbols of hybrid control systems are discussed in Section V-B. The
 AoE logical DES approach to the design of hybrid control systems
a(x) = 0.25r0und4g(x)). (83) has been described in [65]. Note that more details for supervi-
Now, the quantization yields the partition shown in sory control of nondeterministic discrete-event systems can
Fig. 18(a). be found, e.g., in [25], [32], and [50].

dey _ dus
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Fig. 18. (a) Quantization. (b) State trajectory.

A. The Supervisory Control Problem for Hybrid Systems
The objective is to develop methodologies that, given the
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(ii)

Since each specification can be described by a language con-
sisting of symbols generated by the DES plant model, the

system description and performance specifications, extractiormal description of the performance specifications depends

discrete-event controllers that supervise the plant to guar-
antee that these specifications are satisfied. The symbolic
behavior of the plant is explicitly seen from the DES con-
troller's perspective. From the controller’'s perspective, it is
the DES plant model that is controlled. The state symbol se-
quencep[n] represents the symbolic evolution of the contin-
uous plant over the event partition. In order to represent the
evolution of the DES plant model, we introduce some no-

directly on the selected extraction of the DES plant.

In the supervisory control paradigm, the objective of the
controller is to restrict the behavior of a given uncontrolled
DES in order to satisfy prescribed specifications on the lan-
guages generated by the system. Performance specifications
can be viewed as requiring that certain undesirable sequences
of events are not permitted to occur, while at the same time,
certain other desirable sequences are permitted. The uncon-

tions from the theory of discrete event systems (see, e.g., [58](r0lled DES plant model is assumed to generate “illegal be-

and [19]) that are necessary for the presentation of the desig
approach.

Consider the set of all plant symbal§, which is also
calledthe alphabetThis set consists of all the plant sym-
bols that can possibly be generated by the DES plant model.
Denote byX * the set of all finite strings formed by concate-
nation of symbols from the alphabet, including the empty
string¢; the x operation is called the Kleene closurelah-
guageis formally defined as a subset &f*. The usual set
operations, such as union, intersection, difference, and com-
plement (with respect t*), are applicable to languages. In
addition, theprefix-closureof L, denoted by, is defined as
the set of all prefixes of strings ih. The languagéd. is said
to beprefix-closedf all the prefixes of the language are also
in L, or equivalently, ifL. = L.

In our approach, the DES plant is represented as a nonde
terministic finite automaton. The behavior of the DES plant
@ is represented by the languafie_ X*. This is the set of
all finite sequences of symbols the DES plant can generate.
Since the languagg is generated by a finite automaton, it is
known to be prefix-closed amggular [26].

The plant symbolg, which are in the language of a given
DES plant model, are defined as follows. Given a finite se-
quence of plant symbols: N — X defined over the set
N = {1, ---, N}, thenz € L if there existgy € P* and
7 € R* such that the following conditions hold:

pln+11€9(@ln], 7n]),  VneN
z[n] € A(p[n — 1], p[n]), Vn e N.

(85)
(86)

KOUTSOUKOSet al. SUPERVISORY CONTROL OF HYBRID SYSTEMS

phavior” that should be avoided by appropriate control action.

Each specification can be described by a language consisting
of symbols generated by the DES plant model. The “legal be-
havior” is characterized as a subset of the DES language after
accounting for all the performance specifications that are im-
posed on the system.

The plant symbols in the DES plant are divided into two
sets, those that apontrollableand those that anencontrol-
lable: X = X. U X,. A plant symbol’s being controllable
means that the supervisor can prevent it from being issued by
the DES plant model. When the supervisor prevents a con-
trollable plant symbol from being issued, the plant symbol is
said to bedisabled We assume that the state transition func-
tion of the DES plant is controlled by an external agent in the
sense that the controllable events can be disabled by a super-
visor.

Before we present the extension of the logical DES
framework [58] to hybrid control systems, the important
differences must be discussed. The Ramadge—Wonham
(RW) model consists of two interacting DESs, tienerator
and thesupervisor The RW generator is analogous to our
DES plant, and the RW supervisor corresponds to our DES
controller. In the RW framework, the plant symbols can be
individually disabled, at any time and in any combination,
by a command from the supervisor, while the plant symbols
in X,, can never be disabled. This is in contrast to our DES
plant, where each command (controller symbol) from the
DES controller disables a particulsubsebf X determined
by the complement of the set given by the transition function
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1. The particular subset ok that is disabled by a given sible to design a controller such that the system will be re-
controller symbol depends on the state transition function  stricted to some target langua@é Such a controller can
and output functior\ of the DES plant model. In addition, be designed i is prefix closed and satisfies the following
there is no guarantee that any arbitrary subsefotan condition:
be disabled while the other plant symbols remain enabled. - _
The inability to disable plant symbols individually is what KX,NnLCK. (88)

differentiates the DES plant model from the automata of When (88) i true, the desired languagés said to becon-

earlier frameworks. trollable, and providedk is prefix-closed, a controller can

The DES plant model is connected in the feedback 100p ¢ gesigned that will restrict the system to the languige
to a supervisos'. For each possible string of plant symbols - tiq congition is very intuitive. It requires that if an uncon-

generated by the '?ES plant model, the supervisor specifiesy,japle symbol occurs after the generator has produced a
the control symbof to be applied. Each control symbol, in prefix of K, the resulting string must still be a prefix &f

turn, disables a particular set of plant symbols in order 10 o556 the uncontrollable symbol cannot be prevented. It is
prevent undesirable sequences of events. Therefore, the SUgjga that if an uncontrollable evemtoccurs along a string
pervisor (or controllers can be described as a function

in K, then the extended stringr must remain ink'.

If the desired languagé&’ is not attainable for a given
DES, it may be possible to find a more restricted language
Specifying the control action to be taken for each possib]e that is. Since we want the least restricted bEhaVior, it is de-
string. Note that the control always contains thegtsince  sirable to find the supremal element of the family of con-
the supervisor never disables an uncontrollable event. Thetrollable sublanguages dt” under the partial order of set

S:L— X := {F€2X:XUQF} (87)

|anguage generated by the C|Osed_|00p Syitﬁn(;’) is de- inclusion. An algorithm for f|nd|ng this behaVior, which is
fined recursively as follows: referred to as theupremal controllable sublanguadé’ of
1) ¢ € L(S, Q); the desired language, is described in [68]. The supremal con-
2) éa c L(75 é) iff (s € L(S, G)) and(so € L) and trollable sublanguage is the largest subsekothat can be
(o € 5(3)7). ’ attained by a controller and can be found via the following
Given the DES plant mode&l = (P, X, R, ¢, \) and de- iterative procedure:
sired languagdy, the objective in the supervisory control Ko=K (89)
problem for hybrid systems is to build a supervigbsuch K1 = {w €K, wX,NLC fi} (90)
that L(S, G) C K. In addition, it is required that the su- . _
pervisor is maximally permissive, meaning that the language K' = ihj{}o K;. (91)
L(S, G) is as large as possible. The basis of the algorithm is a fixed point iteration of a cer-

In this paper, we are interested in the case when the lan-i3in operator on languages. The largest fixed point of the
guagesL(s, G) and K are regular. In this case, the super- jtaration is computed by iterative applications of the oper-
visor can be realized as a deterministic finite automaten 4101, Each iteration of (91) corresponds to the application of
(S, X, R, & ¢) in a straightforward manner, as shown in - tne gperator. For finite automata and regular languages, this
the examples of Section V-B. Note that this case is of Spe- fiyad-point iteration converges in finite steps [58]. It can be
cial interest, since the supervisor has an implementable finite g g\wn thatc " is also a regular language, and therefore, it can
representation. For more details on the realization of super-pe realized by a supervisor described by a finite automaton.

visors, see, e.g., [19]. Since the DES plant model belongs to a slightly different
. . . class of automata than the Ramadge—Wonham framework,
B. Controllability and Supervisor Design we present another definition for controllable language that

The basic problem in supervisory control design of hybrid applies to the DES plant. We assume in this section that all
systems is to modify the behavior of the DES plant model languages are prefix-closeg, is the initial state, and is a
so that it satisfies the specifications described by a desiredfinite sequence of plant symbotg; N — X, defined over
languagek’. Therefore, the main question is if the language the setN = {1, ---, N}.
K can be achieved by supervision of the DES plant model. In a hybrid control system, the controller must provide
This question is directly related to tlwentrollability of the a controller symbol, following the generation of each plant
languageK . More generally, the concept of controllability symbol. Furthermore, the effect of the controller symbol on
of a language is used to identify all the possible closed-loop the behavior of the system is revealed, at least partially, by
behaviorsK c L that can be achieved by control given a the current state of the DES plant. For this reason, it is de-
DES with languagée.. Next, we discuss controllability for  sirable to determine the state of the DES plant model from a
DES systems [58], and then we present a definition of con- finite sequence of plant (output) symbols. In order to satisfy
trollable languages for DES plant models extracted from hy- this objective, we assume that the current state can be de-
brid dynamical systems. termined uniquely from the previous state and plant symbol.

Given a discrete-event system described by a finite au- This assumption should not be confused with the nondeter-
tomaton, it is possible to determine whether a desired lan- minism of the DES plant model. Note that the DES plant is
guage can be achieved by supervision; i.e., whether it is pos-said to be deterministic if for a given state and control (input)
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event, there is only one possible subsequent state. As we have For regular languages, it can be shown that the above it-
shown, the DES plant model is described, in general, by a eration also converges in finite steps and thatis regular.
nondeterministic finite automaton. Here, our assumption is From (94), it follows that for any € K, there exists a con-
made with respect to the plant (output) symbols and is sim- trol symbolp € R such thatiA(q, ¥(q, p)) C K'; there-
ilar to the concept of observability [51]. fore, the languagé’ is controllable. This result yields the
This is a realistic assumption for practical applications of following proposition.
hybrid systems. The plant symbols represent the measure- Proposition 3: For a DES plant and languadé, K is
ments from the continuous plant. Each plant symbol cor- controllable and contains all controllable sublanguagés.of
responds to a hypersurface and to a direction of crossing The supremal controllable sublanguage is regular and can
that hypersurface, and it is issued when the continuous statebe realized with a supervisor described by a finite automaton
crosses this hypersurface. If the current state is known andas illustrated by the following examples. Related work on
a plant symbol is detected, then we can determine the suc-the supremal controllable sublanguage in the discrete-event
cessor state uniquely. Note that this assumption is not incon-model of nondeterministic hybrid control systems can be
sistent with nondeterminism in the DES plant model, since found in [69].
in a nondeterministic DES plant model, the successor state 1) Example—Double IntegratorThe system consists of
cannot be determined uniquely by the current state and thea double integrator plant, which is controlled by a discrete
control symbol applied by the controller. event system. Consider the double integrator example with
Since the current state can be determined uniquely fromthe DES plant shown in Fig. 10. Let the initial statedge=
the previous state and plant symbol, for any initial sf4é p5. Then the language generated by this automatdn is
and sequence of plant symbdlgroduced by the DES, there  (Z2(#2%2)*%1)*. If we want to drive the plant in clockwise
exists a unigue sequence of DES plant stgtesipable of circles, then the desired language/is= (Z»4)*. In this
producing the sequende This assumption implies the exis-  example, it can be shown that the langu#gés controllable
tence of a mappingbs: P x X* — P*, whichtakesanini-  because it satisfies (92). This can also be seen by observing
tial state together with a sequence of plant symbols and maps-ig. 10. If the current state is eithgs or 519, then the system
them to the corresponding sequence of statesnithstate in can evolve in a clockwise direction. If the current statgyis
the sequencg{n| can also be written ashs(qo, Z)[n], where then the plant symbat, can be disabled by selecting the
go € P was the initial state. The mappings is needed control symbol7s. Similarly, for §ig, Z2 can be disabled by
for the following definition for controllable languages, which  selecting#;. Therefore, according to Proposition 2, a con-

applies to the DES plant. troller can be designed to achieve the stated control goal. The

A languageX is controllablewith respect to a given DES  controller for this example is shown in Fig. 19, and its output
plantifVz € K, there existp € R such that function ¢ is as follows:

TA(q, , CcK 92 . . . .

s — o ”f)[(fv]w(q & 2 o) = $o2) = (96)
wnereq = obs(qo, « . ) — 50) = 7. 97

This definition requires that for every prefix of the desired (8a) =72 $(3s) =72 ©7)
languagei(, there exists a contral, which will enable only 2) Example—More Complex DES Plant Moddlhis ex-

symbols that will cause the string to remainin This defi- ample has a richer behavior and will illustrate the genera-

nition implies the next technical result shown in [65]. tion of a supremal controllable sublanguage as well as the

Proposition 2: If the languageX’ is controllable, then a  yagign of a controller. We start immediately with the DES
controller can be designed that will restrict the given DES plant model shown in Fig. 20.

plant to the languagé&.

Since the concept of controllability for the language gen-
erated by the DES plant model can be seen as an extension
of the Ramadge—Wonham framework to the hybrid system
case, the conditions in (92) reduce to those of (88) under
appropriate restrictions. These restrictions basically are that
the plant symbols fall into a controllable/uncontrollable di-
chotomy and a control policy exists to disable any combina-
tion of controllable plant symbols.

For hybrid control systems, the supremal controllable sub-
language of the DES plant can be found by a similar iterative
scheme:

Ky = {w@K:Vﬁ:emﬂpeR

The language generated by this DEQ.is- L,,,, where

L, = (.ig(.il + .i4(.i5.i4)*.i1 + .ig(.ig.ig)*
(&1 + BT Ta(T5T4) 1)) (98)

A problem that appears very often in hybrid system is to
supervise the system so that it will not enter an unsafe re-
gion. Suppose we want to control the DES so that it never
enters statg,. We simply remove the transitions fa and

then compute the resulting language. This desired language
is therefore

In this example, the languade is not controllable. This can
such thatiA(q, ¥(q, p)) C Ki} (94) be seen by considering the stridgzsic € K, for which

; ) there exists np € Rthatwill preventthe DES plant from de-
K' = lim K;. (95) viating from K by generating:; and entering statg:. Since

72— 00
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Fig. 21. DES controller.

the distillate. The boilup flow is denoted by and the reflux
flow by L. All units are in kmol's and minutes. The column
can be controlled by setting the feed, boilup, and reflux. In
general, the goal is to have a high level of light compound in
the distillate(yp, — 1) and a low level of light compound in
the bottom productz s — 0).

There are 40 trays stacked vertically in the column. The
state consists of the mole fractions of light compound in the
liquid of each tray. The states evolve according to the fol-
lowing equations:

251 = (L + FL)$2 —Vy, — Bxy

2%; = (L + FL)-Ti+1 + Vy; — (L + FL)QZZ -V,

K is not controllable, we find the supremal controllable sub- 25 = Lz + Voo — (L + Fr)wa1 — Vyor + Fr * zp
language of{” as defined in (95). The supremal controllable 292 = Lvaz + Vo1 — Loy — (V + Fy )yos + Fy * yp

sublanguage is .
g : g _ _ _ _ 2.’L'J :L$J+1 + (V +F‘/f)yj — L:L'J — (V+ va)yj
K' = Kl = (.’172(371 + T4 + 373371))*. (100) 23‘741 — (V + FV)y40 — L$41 — D$41

Obtaining a DES controller once the supremal controllable \yhere2 < § < 20 and23 < j < 40. Trays 21 and 22 are
sublanguage has been found is straightforward. The con-gpacial because they are below and above the feed location.
troller is a DES whose language is given Ky . Since the  Tray 41 is actually the condenser. The quantitiesre the

languagek'" is regular, the supervisor is implemented by e fractions of light compound in the vapor, given by
a finite automaton that generates the langu&ge Details

regarding the equivalence between finite automata and Yi
regular languages can be found in [26]. The output of the

controller in each statg(3) is the controller symbol, which ~ wherea = 1.5 is relative volatility. Other quantities of in-
enables only transitions that are found in the controller. The terest are

existence of such a controller symbol is guaranteed by the . . e

fact thatKT is controllable. For this example, the controller Fp =06 Iy =F=F, op=(05F=Ivyr)/Iy

Fig. 20. DES plant model.

- ax;
1+ (a—Day

is shown in Fig. 21 and its output functig@nis as follows: and the outputs are
P(31) =72 P(32) =74 (101) D=V+F —L B=L+F, -V
#(33) =71 PH(34) = 71. (102) YD =Ys1 B = T1.
3) Example—Distillation ColumnThis example uses To obtain a hybrid control system, appropriate control

the model of a two-product distillation column with a single policies and plant symbols must be chosen. Their selection
feed. A complete description of the nonlinear model can is based on our knowledge of the control goals and the
be found in [44]. Here, a condensed description is given to design constraints, and it will determine the interface. Let
show the source of the DES plant model and provide insight the control policies be

into the physical meaning of the states and events.

Fig. 22 shows the distillation columr’ represents the £ — ‘]; Si(‘)) 18 Si(‘)) 18
feed flow into the columnp is the flow of bottom product r(t) = I € 1 ’ 01 ’ 9 ’ 9

out of the columnyg g is the mole fraction of the light com-
pound in the bottom produch is the flow of distillate out of These input values correspondtg 72, 73, and 4. Next,
the column, ang, is the mole fraction of light compound in  plant symbols are defined based on events as follows:
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control goal shall be twofold: first, to drive the system near

the ideal point, and second, to avoid having a high feed rate

(2 kmol/min) when the system is not near the ideal point.

The distillation column is an example of a rather com-

Distillate D.yp plex hybrid system. The generator was designed to recog-
nize 14 different plant events. This leads to 32 distinct re-
gions in the state space, and therefore, there are 32 DES plant
states. Fig. 23 shows the DES plant model. The two states la-
beled ‘G” correspond to the desired operating regions of the

Y
_ system. This DES plant model was extracted by automating
Reboiler the testing process and implementing it on a computer.

Condenser
L

Feed

4( Distillation Column

A controller was obtained by automating the procedure
Bottom Product for finding the supremal controllable sublanguage. The con-
troller is shown in Fig. 24. This controller drives the plant
from the initial state to a loop containing the two good states.
Note that in this figure, the states of the controller have been
labeled with the controller symbol that is generated by that
state.

4) Example—Robotic Manufacturing Systedn ex-
ample of a free floating robotic vehicle with two articulated
arms is presented. The robotic arms shown in Fig. 25 are
required to obtain components fromparts binand move
these components twork areaswhere assembly operations
are to be performed. The tasks of fetching the workpiece,
transporting it to the work area, and then returning to
the parts bin to fetch another workpiece are performed
repeatedly. The introduction of a shared resource generates
a mutual exclusiorconstraint on the system. This example
is particularly interesting because of the free-floating base,
which makes the dynamics quite challenging. Similar prob-
lems arise in control and coordination of modern complex
engineering applications such as autonomous vehicles and
multibatch chemical processes. The robotic manufacturing
example described here has been used in [37] to illustrate
various concepts in hybrid system theory. A simplified

B,xBﬁ

Fig. 22. Distillation column.

Fig. 23. DES plant for the distillation column. version of the system without the free rotating table has
been used in [29] and [28] to illustrate regulatory control of

71 B + D falls below 2; hybrid systems based on discrete abstractions.

T B + D exceeds 2; The motions of the arms are described by the following

T3 zp falls below 0.13; ordinary differential equations:

Ty xp exceeds 0.13; s ] ]

75 zp falls below 0.12; ?1 - _9,1 + k(01 + 0, — 1) (103)

Tg rp exceeds 0.12; b2 = —02 + k(62 + 0y — 72) (104)

7 vp falls below 0'(_)8; wheref; andé, are the angular positions of arm 1 and arm 2

s z g exceeds 0.08;

with respect to the body axis of the robot. For this example,
the control law is a proportional feedback law with gaiand
with reference inputs; andr.. These reference inputs rep-
resent commands that direct the arm to move to the parts bin
. . or work area. The movement of the arms will induce a body
13 yp falls below 0.95; : d
. rotation so that the total angular momentum of the system is
xl%Ne Wgéﬁldexlfljae(tjos I?égeS. below 0.13,y, above 0.95,  conserved Led, = 6, + 6, andd; = 0, + 6, denote the
s YD e inertial angles of the robot arms 1 and 2, respectively. The

and the feed at 2. These conditions correspond to increase(é)od angled, with respect to the inertial frame must satisfy
production of high-purity products. Simulations reveal that y angier, P

given the available controls and events, this is not possible; Juby + Jaél + Ja§2 -0 (105)
that is, even if the initial state is in this region, no available

control policy will cause it to remain there. It is possible to where.J, and.J, are the moments of inertia for the body and
drive the system close to this point, however. Specifically, our arms, respectively.

Zg yp falls below 0.84;
10 yp exceeds 0.84;
T11 yp falls below 0.85;
T12 yp exceeds 0.85;
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Fig. 24. Sample controller for distillation column.

B - robot body

Al -Aml
A2 -Amm?2
PB - Parts Bin

WAL - Work Area 1
WA?2 - Work Area 2

.

Fig. 25. Robotic manufacturing system on a free rotating platform.

The available control policies for thgh robotic arm are 3 Arm 1 exits the parts bin;
defined as follows: T4 Arm 1 leaves the parts bin;
i1 drive armq to parts bin; T Arm 2 approaches the parts bin;
Tio drive arm: to work area; Te Arm 2 enters the parts bin;
i3 stop arm. Z7 Arm 2 exits the parts bin;
Note that continuous controllers that guarantee that eachzs Arm 2 leaves the parts bin.

command signal is executed in a suitable manner may be The generator was designed to recognize eight different
necessary. As discussed in Section Il, it is assumed thatplant events. This leads to nine different regions in the state
these continuous controllers are included in the description space, and therefore, the DES plant model has nine states as
of the plant. Next, plant symbols are defined based on eventsshown in Fig. 26.

as follows: We want to control the robotic manufacturing system so
1 Arm 1 approaches the parts bin; that it never enters the critical section. Therefore, the control
o Arm 1 enters the parts bin; requirement for the DES plant is that it never enters gigte
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Fig. 27. DES controller for the free-floating robotic system.

The controller shown in Fig. 27 was obtained based on the

supremal controllable sublanguage and does not allow the

robotic arms to enter the critical section at the same time.

VI. CONCLUSIONS

In this paper, the supervisory control of hybrid systems

ject to small variations of the continuous system has also
been addressed. Note that robustness to parameter variation
is still an open issue in supervisory control of hybrid sys-
tems. An alternative methodology to the usual quantization
technique of digital control based on the interface of hybrid
control systems has been presented. The types of problems
that have been addressed are those with control specifica-
tions that can be described by formal languages accepted by
the DES plant model. The supervisory control problem for
hybrid systems has been formulated, and algorithms for su-
pervisory design based on the controllability of the specifi-
cation language have been presented. Although the approach
in this paper was based on a continuous-time model of the
plant, similar results have been obtained using discrete-time
systems [65], [59]. It should be noted that our coverage is
primarily of a tutorial nature, and so many technical details
have been just briefly outlined or simply omitted; the reader
should consult the references for further details.

In this paper, we focused on the case when finite automata
are used to describe both the plant and the controller. Hy-
brid control approaches based on Petri nets have been re-
ported in the literature (see, e.g., the survey paper [8]). A
similar approach to the one described in this paper using Petri
nets, which may be computationally more efficient for large
concurrent systems, has been reported in [23] and [31]. This
approach addresses a particular class of supervisory control
problems described by convex constraints on the marking of
the Petri nets [43].
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