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Abstract
Among many structural assessment methods, the change of modal characteristics

is considered a well-accepted damage detection method. However, the presence

of environmental or operational variations may pollute the baseline and prevent a

dependable assessment of the change. In recent years, the use of machine learning

algorithms gained interest within structural health community, especially due to their

ability and success in the elimination of ambient uncertainty. This paper proposes

an end-to-end architecture to detect damage reliably by employing machine learning

algorithms. The proposed approach streamlines (a) collection of structural response

data, (b) modal analysis using system identification, (c) learning model, and (d) nov-

elty detection. The proposed system aims to extract latent features of accessible modal

parameters such as natural frequencies and mode shapes measured at undamaged

target structure under temperature uncertainty and to reconstruct a new representation

of these features that is similar to the original using well-established machine learning

methods for damage detection. The deviation between measured and reconstructed

parameters, also known as novelty index, is the essential information for detecting

critical changes in the system. The approach is evaluated by analyzing the structural

response data obtained from finite element models and experimental structures. For

the machine learning component of the approach, both principal component analysis

(PCA) and autoencoder (AE) are examined. While mode shapes are known to be a

well-researched damage indicator in the literature, to our best knowledge, this research

is the first time that unsupervised machine learning is applied using PCA and AE to

utilize mode shapes in addition to natural frequencies for effective damage detection.

The detection performance of this pipeline is compared to a similar approach where its

learning model does not utilize mode shapes. The results demonstrate that the effec-

tiveness of the damage detection under temperature variability improves significantly

when mode shapes are used in the training of learning algorithm. Especially for small

damages, the proposed algorithm performs better in discriminating system changes.

1 INTRODUCTION

In recent years, with the emphasis on reliability and sustain-

ability, the interest in structural health monitoring (SHM)

© 2019 Computer-Aided Civil and Infrastructure Engineering

has progressively grown. Operations of maintenance, repair,

and replacement (MRR) is an integral part of the structure’s

life cycle (Rytter, 1993). With the aid of SHM, MRR can be

prioritized such that the infrastructure requiring immediate
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attention can be serviced first. However, due to the presence

of environmental and operational variability, it is challenging

to develop a reliable damage detection method that informs

the performance of the structure accurately (Farrar & Wor-

den, 2007, 2012). Such variations, if overlooked, may lead to

incorrect assessment of the structure and cause unnecessary

economic loss and social impact. There is still much need

for dependable health monitoring approaches that will ensure

sustainable civil infrastructure.

Damage detection, also known as novelty detection, is, in

essence, a method for discriminating significant deviations of

a structure from its initial baseline conditions (Sohn, 2007).

While ideally the change in the structure can be detected by

inspecting features such as natural frequencies, the environ-

mental or operational variations often pollute the baseline

and prevent an accurate assessment of the change. Over the

last few years, with the advancements in affordable sensor

technologies, SHM entered the era of big data (Matarazzo,

Shahidi, Chang, & Pakzad, 2015; Liang et al., 2016; Wang

et al., 2018). As a result of this, machine learning algorithms

started to gain traction as a promising damage detection

tool for explaining and modeling the relationship between

structural responses and integrity under temporally changing

conditions while harnessing the power of big data (Farrar

& Worden, 2012; Lin, Pan, Wang, & Li, 2018; Worden &

Manson, 2006).

Damage detection methods employing machine learning

can be grouped into two classes: (a) parametric and (b) non-

parametric. The parametric approaches often rely on charac-

teristic parameters obtained from structural responses. Such

methods often fuse one type of learning algorithms with a

preprocessing feature extraction algorithm. For example, sys-

tem identification can be regarded as a preprocessing algo-

rithm capable of computing features such as natural frequen-

cies, mode shapes, and damping ratios of a structure from raw

data. A drastic change of the natural frequency is usually relat-

able to structural damage. The underlying learning algorithm

is expected to capture this damage. Likewise, modal analysis

methods, such as cross-correlation functions and frequency

response functions can extract other strong features of the

structure that provide broader information over time and space

(Wirsching, Paez, & Ortiz, 2006). Parametric methods are

advantageous over their non-parametric counterparts since

they do not need to rely on a numerical model of the structure.

For example, Sohn, Worden, and Farrar (2001) developed

a parametric novelty detection method that is capable of

taking the variations caused by ambient conditions such as a

change in loading, temperature, etc. into account to minimize

false positive indicators. The method employs autoassociative

neural networks (AANNs) to discriminate critical system

changes from ambient induced temperature variations. The

network is trained via supervised learning to learn the corre-

lation between the variability in the ambient conditions and

inherent changes driven by these conditions. The proposed

system is tested for a hard-disk model described as a transfer

function and it is hypothesized that it could be applied to civil

structures. Worden, Manson, and Allman (2003) used a very

similar approach involving an AANN and novelty index, and

evaluated the approach using a more realistic structural sys-

tem such as a plate supported by stringers similar to a bridge

deck. In this study, frequency response functions are used as

the input to the network. Novelty detection through machine

learning is also investigated for detecting damages of wind

turbine blades under fatigue loading. For example, Dervilis,

Barthorpe, Antoniadou, Staszewski, and Worden (2012) and

Dervilis, Choi et al. (2012) developed a noise tolerant AANN

to evaluate the condition of CX-100 wind turbine blade. The

frequency response functions were used in this study which is

a similar approach to Worden et al. (2003). Zhou, Ni, and Ko

(2011) developed two neural networks, one back propagation

neural network (BPNN) and one AANN to detect the damage

for Ting Kau Bridge in Hong Kong. The BPNN is used to

create a correlation model between damage-sensitive modal

frequencies and temperature and AANN is employed to

characterize the healthy state of the bridge. After the field

data is analyzed, a finite element (FE) model of the bridge

is created and simulated to generate new monitoring data

where damage was induced in various regions of the model.

In addition, the environmental effects were superimposed to

the data. Gu, Gul, and Wu (2017) used the modal frequencies

of the target structure and the measured temperatures as the

input for AANN to improve the generalization capability. In

addition, variations in the temperatures causing a change in

the frequencies are considered as the input during the training

of the network such that false positives can be eliminated.

The study looked at the Euclidian distance between measured

and estimated frequencies to calculate a novelty index. Their

proposed network was tested on a numerical model and in

the laboratory on a small-scale test structure. Deraemaeker

and Worden (2018) compared the damage detection per-

formance of Mahalanobis squared distance, and principal

component analysis (PCA) using real experimental data from

a wooden bridge. The features consist of eigenfrequencies

and mode shapes measured under changing environmental

conditions. Lee, Lee, Yi, Yun, and Jung (2005) and Mehrjoo,

Khaji, Moharrami, and Bahreininejad (2008) considered

a hybrid approach where an FE model is established as a

baseline and neural network is trained to detect the damage

based on the expected output from the FE model. These

approaches also utilized natural frequencies and mode

shapes.

The non-parametric approaches do not require a baseline

to establish from structural parameters prior to deployment

and do not depend on the uncertainty of system identification

or other modal analysis tools. Non-parametric techniques

are advantageous, especially when obtaining a dense array
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of structural parameters for complex and large systems are

challenging. As an example of non-parametric approaches,

Abdeljaber, Avci, Kiranyaz, Gabbouj, and Inman (2017) used

decentralized 1D convolutional neural networks (CNNs) to

eliminate the feature extraction process of typical system

identification methods and perform the damage detection

directly on the sensor data in real-time. However, sensor

data from the healthy and damaged structure is used to train

the network for classification purposes which makes the

approach supervised learning. Additionally, this study does

not consider operational and environmental variability. The

algorithm is tested on a grandstand simulator in the lab. In the

study, since the trained neural network was not completely

successful for classifying the structural condition, specifically

producing false negatives, an index reflecting the likelihood

of the damage is proposed by computing the ratio of true

positives to the total number of test cases. Gulgec, Takáč,

and Pakzad (2017) and Y. Yu, Wang, Gu, and Li (2018) used

similar approach utilizing deep CNNS to detect damage from

sensor data. They also ignore ambient uncertainties. Multiple

signal classification (MUSIC) algorithm is another non-

parametric approach based on fuzzy wavelet neural networks

known to produce successful damage detection from limited

sensor data (Amezquita-Sanchez & Adeli, 2015; Amezquita-

Sanchez, Park, & Adeli, 2017; Jiang & Adeli, 2007).

This paper introduces an effective damage detection

architecture for structures under environmental uncertainty

using machine learning. This study utilizes well-established

learning algorithms to extract latent features from modal

parameters such as natural frequencies and mode shapes

under temperature variations and to reconstruct a new rep-

resentation of these features that is similar, if not identical,

to the original. The difference between original and recon-

structed parameters constitutes the essential information for

detecting critical changes in the system. While modal param-

eters are known to be a well-researched damage indicator,

to the authors’ best knowledge, this research is the first time

that unsupervised machine learning components such as PCA

and autoencoder (AE) are applied to utilize mode shapes in

addition to natural frequencies for effective damage detection

under environmental variability.

As stated above, the approach proposed herein uses

the natural frequencies and mode shapes resulting from a

well-recognized system identification tool, Natural Exci-

tation Technique and Eigensystem Realization Algorithm

(NExT/ERA) as the input and produces a target output which

is the expected natural frequencies and/or mode shapes of

the system (Brownjohn, 2003; Caicedo, Dyke, & Johnson,

2004; Caicedo, Marulanda, Thomson, & Dyke, 2001; James,

Carne, & Lauffer, 1993, 1995). The damage detection relies

on the concept of novelty index which calculates the mean

squared error between input and outputs, for example, actual

and expected natural frequencies, respectively (Deraemaeker

& Worden, 2018). To achieve this goal, two unsupervised

learning approaches are investigated: (a) PCA and (b) AE.

To evaluate and validate the approach along with the

learning approaches, a simply supported beam structure is

modeled and simulated in OpenSees under ambient vibration

conditions. To add uncertainty to the simulation, temperature,

which is known to affect material properties nonlinearly, is

varied over a range. The resulting response data constitutes

the reference basis for the training data of the machine algo-

rithms. The modal properties of the structure are extracted

from this data set, and the machine learning model (model

set A) is trained using the aforementioned approaches. In

parallel, another set of models (model set B) is developed

using only natural frequencies as the input as it is prescribed

in previous studies. To demonstrate the advantages of fusing

frequencies with mode shapes further, we introduce a third

model (model set C) utilizing only the mode shapes as the

input. Finally, the proposed method is evaluated one more

time using the same beam exposed to gradient temperature

distribution instead of uniform temperature.

Next, three damage cases are considered where stiffness

loss is induced at the midspan at various levels. The structure

is again simulated under ambient vibrations, and the resulting

modal parameters are fed as the testing data set to the learning

model. For the three model sets, novelty index is calculated

and the reliability of the results are examined to demonstrate

the effectiveness of the proposed approach in detecting

the damage.

In addition to the simulations, this study considers a data

set containing laboratory experiments of a scaled three-story

structure created by Los Alamos National Labs for further

validation. The structure is tested under various damage

scenarios simulating section loss at single and multiple

columns. An approach identical to the analytical study is used

for training the machine learning model and obtaining the

novelty index for each case. Last, an experimental large-scale

three-dimensional, three-story structure is identified in

laboratory and modeled under temperature gradient. The

detection performance of the proposed method is evaluated

under multiple damage conditions.

The overall results of the simulations and lab experiments

show that the proposed method has, in general, better perfor-

mance in detecting damage since it utilizes mode shapes as

an input in addition to the natural frequencies. In essence, this

modal analysis based novel detection approach has the poten-

tial to serve as a reliable and near real-time damage detection

tool providing accurate data toward objective-driven deci-

sions for maintenance operations. In theory, the end-to-end

pipeline considered in this study is capable of streaming

real-time data in the time domain from sensors, extract the

modal features from the time domain data in near real-time

depending on the availability of the computational resources,

and compute the novelty index. This approach would indeed
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F I G U R E 1 Proposed damage detection architecture

accelerate the decision-making process since the state of the

target structure is available immediately (Abdeljaber et al.,

2017).

In summary, the major contributions of this paper can be

summarized as below:

• A new machine learning approach is proposed that relies on

natural frequencies and mode shapes.

• This paper streamlines the proposed approach into a

pipeline aggregating data collection, system identification,

and damage detection.

• For proof of concept, data from simulation and experimen-

tal tests are employed. The performance of the proposed

method is evaluated by comparing the detection results to

those from prior machine learning methods.

• Results demonstrate that the new approach improves the

damage detection rate significantly at the presence of envi-

ronmental variability.

Note: The codes to generate the results presented in this

paper can be accessed from https://github.com/aliirmak/

ML-SHM.

2 METHODOLOGY

In this section, the essential components of the proposed

approach, illustrated in Figure 1, are explained in detail. First,

a general description of the target structure and the problems

to be solved are described. Second, the fundamentals of

system identification and feature selection are introduced.

The third part of this section focuses on the general archi-

tecture of the learning components, and the two machine

learning models used in this architecture, PCA and AE. The

next part which constitutes the final component discusses

the implementation of the novelty detection responsible for

determining if the structure is damaged. Finally, evaluation

criteria to study the performance of the different learning

components in detecting the damage are discussed.

2.1 Structure
In this study, we assume the target structure is a system that

can be excited with ambient vibration under a variety of

environmental conditions. To minimize errors in damage

detection, this study omits the structural responses and the

change in the structural mass under service loads. As for

environmental variations, it has been shown that temperature

plays a major role in affecting dynamic features of the system

(Abdeljaber et al., 2017; Sohn et al., 1999; Woon & Mitchell,

1996; Zhou et al., 2011). Hence, this study focuses on the

effect of temperature on material properties.

This paper investigates three structures. The first one is

an FE model of a simply supported beam. For this beam,

a nonlinear relationship between the temperature and the

material properties is considered as prescribed by Gu et al.

(2017). Additionally, the effect of temperature gradient

is investigated to validate the capability of the proposed

method further. The second one is a small-scale three-story

structure tested by Figueiredo, Park, Figueiras, Farrar, and

Worden (2009). Finally, the third one is a three-dimensional,

three-story structure tested by Ozdagli (2015). Section 3

presents analytical and experimental structures in detail.

2.2 System identification and feature
selection
System identification is the process of obtaining dynamic and

static characteristics of the structure under service, extreme

loads, or synthetic excitation. The parameters obtained from

identification can be used as an indicator to detect potential

damage in the target structure (Doebling, Farrar, Prime, &

Shevitz, 1996). In this study, it is assumed that reliable modal

parameters can be extracted from the structure under ambient

vibration (Farrar, Doebling, Cornwell, & Straser, 1996). To

minimize the effect of mass change due to the service load

and to minimize the errors in damage detection due to the

mass change, this study omits the structural responses and

the change in the structural mass under service loads. As

a result of this, a well-known modal identification method

combination, NExT/ERA is used (Caicedo, 2011; James

et al., 1993). This method does not require the external

excitation acting on the structure and relies on the ambient

vibration measurement which is often available on the

field. NExT/ERA takes the structural responses to ambient

vibration as the input, which are often accelerations measured

at specific locations of the structure with sensors. Then the

method produces natural frequencies and the mode shapes

defining the dynamic characteristics of the structure for that

specific measurement instance. While this study focuses on

https://github.com/aliirmak/ML-SHM
https://github.com/aliirmak/ML-SHM


OZDAGLI AND KOUTSOUKOS 1123

one particular system identification method, any approach

that is practically applicable in the field can be adopted.

As mentioned above, this component combines NExT with

ERA. Essentially, NExT calculates the free response data

from ambient data, whereas ERA extracts natural frequen-

cies, mode shapes, and damping ratios from the free response

data. Assuming the ambient excitation input is white noise,

second-order equation of motion can be written as

𝑴�̈��̈�,�̈�𝑖
(𝜏) + 𝑪�̇��̈�,�̈�𝑖

(𝜏) +𝑲𝑅�̈�,�̈�𝑖
(𝜏) = 0 (1)

where 𝑴 , 𝑪 , 𝑲 are mass, damping, and stiffness matrices of

the system, 𝑅�̈�,�̈�𝑖
(𝜏) is the cross-correlation function between

the acceleration, �̈�𝑖 measured at 𝑖th location and a reference

acceleration �̈�. 𝑅�̈�,�̈�𝑖
(𝜏) has the same form as the free vibra-

tion response of the structure to be identified. Here, refer-

ence signal, �̈� can be chosen as the acceleration of a node on

the structure. By computing the cross-spectral density func-

tion with respect to the reference acceleration and applying

inverse Fourier transformation, the free vibration response can

be obtained in the form of cross-correlation:

�̈��̈�,�̈�𝑖
= 1
𝑁

𝑁−1∑
𝑘=0

𝑆�̈�,�̈�𝑖
(𝑘)𝑒𝑥𝑝

[
𝑗
2𝜋𝑘𝑛
𝑁

]
(2)

where 𝑆�̈�,�̈�𝑖(𝑘) is the cross-spectral density function of �̈� and

�̈�𝑖, 𝑘 is the frequency index, and 𝑛 is the time index. More

details on NExT are provided by Caicedo (2011) and Caicedo

et al. (2004).

ERA utilizes this free vibration data to determine the

modal parameters by first constructing the Hankel matrix:

𝑯(𝑘 − 1)

=

⎡⎢⎢⎢⎢⎣

𝑌 (𝑘) 𝑌 (𝑘 + 1) … 𝑌 (𝑘 + 𝑝)
𝑌 (𝑘 + 1) 𝑌 (𝑘 + 2) … 𝑌 (𝑘 + 𝑝 + 1)

⋱
𝑌 (𝑘 + 𝑟) 𝑌 (𝑘 + 𝑟 + 1) … 𝑌 (𝑘 + 𝑝 + 𝑟)

⎤⎥⎥⎥⎥⎦
(3)

where 𝑌 (𝑘) is the 𝑚 × 𝑛 response matrix at 𝑘th time step.

A singular value decomposition on Hankel matrix at 𝑘 = 1,

𝐻(0) yields:

𝑯(0) = 𝑹𝚺𝑺𝑇 (4)

where 𝑹 and 𝑺 are orthonormal matrices, and where 𝚺 is

a diagonal matrix containing the singular values. It can be

shown that the state-space matrices can be computed as given

below:

�̂� = 𝚺−1∕2
𝑹
𝑇
𝑯(1)𝑺𝚺−1∕2 (5)

�̂� = 𝚺−1∕2
𝑺
𝑇
𝑬
𝑇
𝑚

(6)

�̂� = 𝑬
𝑇
𝑛
𝑹𝚺−1∕2 (7)

where �̂�, �̂�, �̂� is the estimated state matrices𝑨,𝑩,𝑪 , respec-

tively; �̂� = 0; 𝑬𝑇
𝑚
= [𝐼 0] and 𝑬𝑇

𝑛
= [𝐼 0]. Juang and Pappa

(1985) discuss ERA method in detail.

By applying eigenvalue problem on �̂�, the modal parame-

ters such as natural frequencies, 𝑓 , and mode shapes, Φ, can

be calculated by

(�̂� − 𝜆𝐼)Φ = 0 (8)

𝑤 =
|||| log 𝜆𝑇𝑠

|||| (9)

where 𝑤 = 2𝜋𝑓𝑠 and 𝑇𝑠 is the sampling time.

2.3 Machine learning model
Often the system identification methods are sensitive to the

changes in the system induced by damage or environmental

and operational effects. However, it is also a challenging task

to differentiate the damage from such variations since the

baseline is polluted (Sohn et al., 2001). For instance, studies

conducted by Ni, Hua, Fan, and Ko (2005), Liu and DeWolf

(2007), Xu, Chen, Ng, Wong, and Chan (2009), Xia, Chen,

Weng, Ni, and Xu (2012), Gonzalez (2014), and J. Li (2014)

have shown that the temperature can cause significant changes

in dynamic properties of structures. With the aid of the unsu-

pervised learning approaches, a higher-fidelity baseline

condition of the structure can be extracted from the polluted

data set. Here, the objective of the learning model component

is to learn a representation of the data set typically through

dimension reduction and to reconstruct a new representation

that is similar, if not identical, to the original data. In essence,

both PCA and AE, also known as AANNs can be used to form

this behavior. This study uses those two models interchange-

ably to extract latent features and evaluates the performance

of the architecture by how well the damage is detected. Here,

both approaches (PCA and AE) assume that the training data

for the learning enabled component contains majorly normal

data (from undamaged structure) and very few anomalies

(outliers due to instantaneous abnormal events, poor data

processing, etc.) (Chalapathy & Chawla, 2019; Chandola,

Banerjee, & Kumar, 2009). If there is statistically significant

event (caused by damage but not environmental effects)

deviating from baseline, then unsupervised approaches are

expected to capture this event; thus, the error between actual

data and the reconstructed/expected data increases. This pro-

cess is advantageous especially where human experts have

difficulty detecting and observing the damage by looking at

the data if there is too much variability. The novelty index pre-

sented here is not a damage classification, but rather a signal

that something has changed in the system and owner of the
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structure may act on this signal considering the risk,

operation, and maintenance cost.

The learning component is essentially a mapping process

and it can be formalized as

�̂� = 𝐺(𝑋) (10)

subjected to

min‖�̂� −𝑋′‖ (11)

where𝑋 is the input,𝑋′ is the subset of𝑋 to be reconstructed,

and �̂� is the output representing the reconstructed𝑋′. 𝐺(⋅) is

the mapping function and ‖ ⋅ ‖ is the normalization operator.

To achieve this objective, the mapping function 𝐺(⋅) should

be trained with known input 𝑋. The input is defined as a set

of 𝑛 natural frequencies where 𝑓 = [𝑓1 𝑓2 …𝑓𝑛] and 𝑛 mode

shape vectors, Φ = [Φ1 Φ2…Φ𝑛]. Ambient temperature, 𝑇

taken during the time of measurement can be also added, if

available, to the input since it is considered as a feature in

damage detection (Zhou et al., 2011; Gu et al., 2017). A com-

plete input from one measurement instance can be defined as

𝑋(𝑖) = 𝑣𝑒𝑐([𝑇 (𝑖) 𝑓 (𝑖) Φ(𝑖)]) (12)

where 𝑖 is the index for 𝑖th measurement and 𝑣𝑒𝑐(⋅) is the

vectorization operator. 𝑓 (𝑖) and Φ(𝑖) are obtained through sys-

tem identification and 𝑇 (𝑖) is the temperature taken during the

system identification measurement. Similarly, the input to be

reconstructed and the output are defined as

𝑋
′(𝑖) = 𝑣𝑒𝑐(𝑓 (𝑖)) (13)

�̂�(𝑖) = 𝑣𝑒𝑐(𝑓 (𝑖)) (14)

where 𝑓 (𝑖) is the reconstructed representation of the input 𝑓 (𝑖).

Compared to previous research relying only on natural

frequencies (Gu et al., 2017; Zhou et al., 2011), this study

considers mode shapes also as a valid input. The modal

parameters can be obtained from eigenvalue analysis of 𝐾

and𝑀 as follows:

[𝑲 − (2𝜋𝑓𝑖)2𝑴]{Φ𝑖} = 0 (15)

When the Young’s modulus property of the material, 𝐸,

changes due to the temperature variations, the stiffness

matrix, 𝑲 , is affected linearly while 𝑴 remains same. The

relationship between the reference stiffness, 𝑲 , and the

temperature-affected stiffness, 𝑲′, can be simply described

by

𝑲
′ = 𝑐𝑲 (16)

where 𝑐 is a factor defining the linear relationship. When

another eigenvalue analysis is applied to 𝑲′ and 𝑴 , it is

observed that the mode shapes stay the same while natural

frequencies change as follows:

[𝑲′ − (2𝜋𝑓 ′
𝑖
)2𝑴]{Φ𝑖} = 0 (17)

As an illustration, a two-story shear frame structure with

lumped masses and rigid beams studied by Kim, Chris-

tenson, Phillips, and Spencer (2012) and X. Li, Ozdagli,

Dyke, Lu, and Christenson (2017) is considered as given in

Equation (18):

𝑴 =
[
2.701 0
0 2.701

]
N ⋅ mm−1 ⋅ s−2

𝑲 =
[
558.343 −279.171
−279.171 279.171

]
N ⋅ mm−1 (18)

An eigenvalue decomposition on this system using Equa-

tion (15) will yield the natural frequencies of 𝑓 = [1.00, 2.62]
Hz and mode shapes such that

Φ =
[
−0.32 −0.52
−0.52 0.32

]
(19)

Assuming 𝑐 is 1.05, that is, there is a 5% deviation in the stiff-

ness due to temperature, the new stiffness matrix will be

𝑲
′ = 𝑐𝑲 =

[
586.260 −293.129
−293.129 293.129

]
N ⋅ mm (20)

Using eigenvalue decomposition presented in Equation (17),

the natural frequencies of the shifted system will be 𝑓 ′ =
[1.02, 2.68] Hz. However, the mode shapes will remain

unchanged and will be equal to Equation (19). This observa-

tion indicates that the mode shapes are independent of temper-

ature variations and should always remain the same as long

as the structure is not damaged or the mass of the structure

does not change. To sum up, the training algorithm consid-

ers the persistence of mode shapes as a statistically important

feature for developing a proper mapping function 𝐺(⋅). The

significance of this observation will be discussed further in

Section 2.4.

2.3.1 Reconstruction using principal
component analysis
PCA is a machine learning algorithm that reduces the dimen-

sionality of a data set leading to a simpler representation

of it while preserving essential information that defines the

data set (Fukunaga & Koontz, 1970; Goodfellow, Bengio,

& Courville, 2016). This property of PCA is achieved

by computing a linear transformation matrix which can

project the original data containing correlated variables to

another representation with uncorrelated variables. One main
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advantage of this decorrelation is exposing the so-called

principal components that explain the dominant patterns in

the data (Tibaduiza, Mujica, & Rodellar, 2012; L. Yu, Zhu,

& Cheri, 2010; Zang & Imregun, 2001). By selecting the

prevailing components, one can compress the data, in other

words, reduce the dimension of the data, and expose the most

important features that are still faithful to the original.

The linear transformation of the PCA can be represented

by

𝑌 = 𝑋′𝑊𝑅 (21)

where 𝑋′ is the 𝑛 × 𝑝 input data matrix, and 𝑛 rows and 𝑝

columns correspond to data points (number of measurement

instances containing modal parameters) and features (number

of modal parameters), respectively. 𝑊𝑅 is the 𝑝 × 𝑘 transfor-

mation matrix where 𝑘 is the number of PCA components to

be used that explains the majority of variance for the input

data. 𝑌 is the PCA projection, that is, a reduced representation

of 𝑋′ with the dimension of 𝑛 × 𝑘. A reconstructed represen-

tation of the original input �̂� can be obtained by mapping 𝑌

back to 𝑝 dimensions using𝑊 𝑇
𝑅

as follows:

�̂� = 𝑌𝑊 𝑇
𝑅

= 𝑋′𝑊𝑅𝑊
𝑇
𝑅

(22)

The transformation matrix, 𝑊𝑅 is the reduced form of 𝑊

which is derived through a singular value decomposition on

𝑋′ such that 𝑋′ = 𝑈Σ𝑊 𝑇 . Here, 𝑊 is 𝑝 × 𝑝 square matrix

and𝑊𝑅 contains the first 𝑘 singular values of𝑊 . Goodfellow

et al. (2016) discuss the derivation of PCA in detail.

As an alternative to PCA, nonlinear PCA (NLPCA)

proposed by Kramer (1991) can be also adopted within this

architecture since the environmental variations are defined as

nonlinear. While this study considers a nonlinear relationship

between temperature and structural dynamic parameters, the

results from PCA were satisfactory enough not to pursue

this adoption.

2.3.2 Autoencoder
Autoencoder is a special type of neural network that is trained

to reproduce its input as its output (Goodfellow et al., 2016).

Usually, autoencoder consists of an encoder and decoder,

see Figure 2. Both encoder and decoder are a set of neural

network layers.

Here, the encoder takes the input 𝑋 and translates it to 𝐻

using the mapping function 𝐹 described with a set of hidden

neural network layers. This mapping can be described as

following:

𝐻 = 𝐹 (𝑋) (23)

The encoder extracts the latent representation of the input that

captures the most important features. The decoder function

F I G U R E 2 An example representation of autoencoder

takes 𝐻 and translates it to �̂� using the demapping function

𝐺:

�̂� = 𝐺(𝐻) (24)

The decoder reconstructs a copy of the input by using the

latent representation generated by encoder. In summary, the

entire autoencoder can be rewritten as

�̂� = 𝐺(𝐹 (𝑋)) (25)

The training process is performed with an objective func-

tion to minimize the error between 𝑋 and �̂� given in Equa-

tion (11).

It should be noted that Figure 2 is an example represen-

tation. It is difficult to relate the depth of the network and

number of neurons at each layer to physical features such

as the natural frequencies and mode shapes (Shwartz-Ziv &

Tishby, 2017). By rule of thumb, the network parameters are

configured such that the resulting model is generalizable and

provides an accurate prediction for untrained data as well

(Goodfellow et al., 2016). As a result of this, the number of

layers and the number of neurons should be tuned depending

on the complexity of the system. In addition, the autoencoder

can be used to reconstruct the entire input data set or parts of

it. For problems where the relationship between the effects

of environmental variations is highly nonlinear, AE with

nonlinear activation functions is expected to yield more

accurate predictions compared to PCA. However, for the

examples presented in this study, both PCA and AE provide

comparable performance.

2.4 Novelty detection
The objective of the learning component is recovering an

expected reconstruction of the original input while eliminat-

ing environmental effects. To train the learning component

and develop a proper mapping function, the training set is

expected to be sampled from the measurements while the
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structure is undamaged. After training, when the approach

is given data samples from the undamaged structure, the

learning component is expected to create a copy of the input

as the output. When damage is present, the mapping will

generate faulty copies since the new data set is outside of

the training data cloud. The novelty detection component

quantifies such differences by identifying the existence of

new patterns. This component is well researched and often

used in past literature (Sohn et al., 2001; Worden, 1997a, b).

The novelty index (NI) that describes the similarity

between input and the reconstructed copy can be formulated

as follows:

NI = ‖�̂� −𝑋′‖ (26)

This equation is similar to Equation (11) in nature. Novelty

index normalizes the difference between the input (original

data) 𝑋′ and the output (reconstructed data) �̂�. Accordingly,

assuming the training of the learning component is performed

successfully, NI is expected to be zero or close to zero since

�̂� ≈ 𝑋′. At the presence of damage, NI increases since the

learning algorithm produces inaccurate results for �̂�.

2.5 Evaluation criteria
To quantify the performance of the approach, a modified

version of Euclidean distance of novelty index between

damaged and undamaged structure is calculated. This criteria

can be described as

𝐷𝑢𝑑,𝑑 =
‖‖NIud − NI𝑑‖‖

𝜇NIud

(27)

where NIud and NI𝑑 are the novelty indices for the undam-

aged and damaged structure, respectively, and 𝜇NIud
is the

mean value of the novelty index for No Damage Case. Here,

Euclidean distance is normalized such that a more reliable

comparison can be made between architectures and damage

case. The larger this distance, the easier it is to detect the dam-

age based on the novelty index.

3 EVALUATION OF THE
PROPOSED METHOD

This study uses three sets of data to verify the proposed

approach: (a) an FE model of a simply supported beam; (b)

experimental testing of a small-scale three-story structure;

and (c) testing and simulation of a large-scale three-

dimensional, three-story structure. This section presents and

evaluates the results of the structural damage detection per-

formance.

3.1 Software implementation
The structural responses are obtained from the FE model or

the experimental test setup in undamaged and damaged con-

ditions as accelerations, �̈�. The accelerations are recorded for

some amount of time and saved in a file for each instance of

simulation or experiment. Each of these instances containing

accelerations is analyzed using NExT/ERA implemented in

MATLAB 2018b (MATLAB, 2018). After natural frequen-

cies and mode shapes are obtained from NExT/ERA, this

information is vectorized. If the temperature is recorded for

an instance, it is also augmented to the vector. Before the

training, the data is standardized using StandardScaler from

scikit-learn toolbox 0.20.2 (Pedregosa et al., 2011) such that

each feature has zero mean and unit variance. All the scaled

data are saved in their relevant files, based on the condition

of the structure.

Next, the machine learning model is trained using the data

from the undamaged condition. About half to two-thirds of

the data is used for training whereas the remaining data is

utilized for testing and validation to make sure overfitting is

prevented. Both PCA and AE algorithms are implemented

in Python 3.6.7 (Rossum, 1995). The PCA model is trained

using scikit-learn toolbox 0.20.2 (Pedregosa et al., 2011).

By trial and error, an appropriate number of components

are selected to explain the variance of the data. The recon-

struction is performed by first transforming the input data

to reduced data and then applying an inverse transformation

which is explained in Equation (22). AE is trained using

Keras 2.2.4 running on TensorFlow 1.12 (Abadi et al., 2015;

Chollet, 2015). By trial and error, a neural network with four

layers (shown in Figure 2) is developed to capture salient

features of the data. The output of the AE model is the natural

frequencies to be reconstructed. The models that contain the

natural frequencies and mode shapes are called model set A.

In parallel, another set (model set B) is developed using only

natural frequencies as the input. Additionally, a third model

(model set C) is trained which uses only mode shapes.

Finally, the novelty index is obtained by comparing the

input natural frequencies with the output for model set A

and B or by comparing the input natural frequencies with the

output for model set C. Effectively, there is one novelty index

for each vector. Data from different damage conditions are

tested as well in this last step. This step is also implemented

in Python.

It is important to note that, specifically for model set A,

while mode shapes could also be a part of the output vector

to be reconstructed, the scale of mode shapes is not the same

as frequencies; thus, their contributions to the novelty indices

may not be as dramatic as natural frequencies. Moreover, the

results presented in the following sections demonstrate that

the proposed architecture is capable of detecting damage with-

out reconstructing mode shapes. Reducing the dimension of
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F I G U R E 3 Distribution of identified first natural

frequency with respect to temperature

F I G U R E 4 Distribution of stiffness with respect

to temperature

the output not only accelerates the learning but also reduces

the risk of curse of dimensionality (Hughes, 1968).

3.2 Analytical verification with simply
supported beams
A simply supported steel beam used by Gu et al. (2017) with

a span length of 𝐿 = 5.0 m is discretized into 40 equally

long members having a cross-sectional area of 𝐴 = 1.624 ×
10−3 m2 and moment of inertia of 𝐼 = 1.971 × 10−6 m4.

The beam is modeled using finite element modeling (FEM)

tool, Open System for Earthquake Engineering Simulation—

OpenSees (McKenna, Scott & Fenves, 2010). The members

are assumed to be elastic-beam column elements. A nonlinear

T A B L E 1 Analytical data matrix

State condition Description No. of data
No Damage Case Baseline condition 2,000

Damage Case 1 5% stiffness reduction at midspan 1,000

Damage Case 2 15% stiffness reduction at midspan 1,000

Damage Case 3 50% stiffness reduction at midspan 1,000

relationship between material stiffness of the elements, 𝐸

and temperature, 𝑇 is described as given below:

𝐸 = [206.216 − 0.4884 𝑇 + 0.0044 𝑇 2] × 109 N ⋅m2 (28)

The mass is adjusted such that the structure has the first natu-

ral frequency at nearly 0.49 Hz when the temperature is 15◦C

(∼ 60◦F).
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F I G U R E 5 Distribution of natural frequencies with varying ambient temperatures for each damage case in analytical data

T A B L E 2 Model set properties for analytical data

Model set A Model set B Model set C
1 temperature data 1 temperature data 1 temperature data

Input 6 natural frequencies 6 natural frequencies

234 mode shape data points 234 mode shape data points

Output 6 natural frequencies 6 natural frequencies 234 mode shape data points

PCA component size 100 3 100

AE network structure 241-12-12-6 7-3-3-6 235-50-50-234

Following the architecture discussed in the previous sec-

tion, the training and validation data set for the undamaged

structure is developed by applying ambient vibration made of

white noise to the supports of the beam vertically. The input

white noise has a bandwidth of 1,024 Hz and the peak dis-

placement is about 0.1 𝑔. The vertical acceleration responses

to the ambient excitation at 39 nodes (excluding 2 support

responses) are sampled at 200 Hz for 300 s. For each simula-

tion, the ambient temperature governing the material stiffness

(see Equation 28) is randomly varied between −15◦C and

50◦C bounded by a uniform distribution. The temperature

range is selected to lay out the nonlinear relationship between

temperature, material stiffness, and natural frequencies

fully (see Figures 4 and 3). Additionally, the distribution

allows the environmental effects to contaminate data over the

entire temperature range. Figure 4 illustrates the temperature

versus stiffness computed according to Equation (28) for

the undamaged case. The difference between the minimum

and maximum values of stiffness corresponds to nearly

10% of the minimum stiffness. Figure 3 demonstrates the

temperature versus identified frequency distribution for the

undamaged case. The difference between the minimum and

maximum values of natural frequencies corresponds to nearly

4% of the first natural frequency of the undamaged structure.

A set of damage conditions are defined for this structure

(see Table 1). In total, 4,000 simulations are executed.

NExT/ERA is performed on the resulting data to extract

the first six natural frequencies 𝑓 and mode shapes for each

natural frequency Φ. These first six modes also constitute the

features to be used for damage detection in accordance with

Gu et al. (2017). From each simulation, including the ambient

temperature, six natural frequencies, and 234 mode shape

points (6 modes × 39 mode shape points per mode), a vector

of 241 data points is created which establishes the input data

for the learning enabled component. Out of 2,000 vectors from

undamaged case, randomly selected 1,000 vectors are used

for training the machine learning component. The remaining

data is used for the validation. For the three damage cases

considered here, the damage is emulated by reducing the stiff-

ness of the 20th element from the left support (corresponding

to the midspan) by 5% (Damage Case 1), 15% (Damage Case

2), and 50% (Damage Case 3). For each damage case, 1,000
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simulations are executed under uniformly distributed random

ambient vibrations varying between −15◦C and 50◦C. It

should be noted that the temperature range used in the sim-

ulations is rather wide and is not observed for most climate

conditions. However, this range also introduces relatively

large variability to the natural frequencies. The proposed

algorithm is expected to robustly detect damage under large

temperature variations.

Figure 5 presents the distribution of natural frequencies for

the no damage and damage cases using system identification.

One can observe that the differences in the frequencies are

visually not evident, especially between No Damage Case and

Damage Case 1. This can justify machine learning algorithms

capable of capturing latent features of the presented data.

Regarding the machine learning component, as mentioned

before, two architectures are considered: PCA and AE. For

either architecture, the training input is the 1,000 vectors each

containing the following data points: (a) For model set A,

including temperature, 241 data points (1 temperature data +
6 natural frequencies + 234 mode shape data) are packed as

a vector from each simulation. (b) For model set B, only six

natural frequencies and temperature data are used. (c) As for

model set C, 234 mode shape points and temperature data

are utilized. The number of components used for PCA and

network architecture for AE are tabulated in Table 2 for each

model set.

The novelty index for both architectures is presented in

Figure 6. The effect of mode shapes to the performance of the

approach is shown by comparing the novelty index of each

architecture when mode shapes are used and omitted (model

set A, B, and C). It is evident from the visual comparisons

that including mode shapes into the learning improves the

performance of the detection. When mode shapes are not

present, there is an overlap between No Damage Case and

Damage Case 1 for both architectures. This overlap may lead

to false positives or negatives degrading the performance

of detection when the damage is small. However, when the

damage is larger, the overlap is not observable anymore.

To summarize, the proposed approach is successful in

capturing the small damage compared to the primitive model

which employs only natural frequencies. For large enough

damages, the utilization of mode shapes does not improve the

outcome of the detection further since the novelty indices are

distinguishable enough for primitive models. The modified

Euclidean distances computed using Equation (27) for each

damage case and architecture are tabulated in Table 3. Here,

for each case, the novelty indices for the No Damage Case

from the validation data set relevant to that case are used

as the reference, NIud. The mean of NIud establishes 𝜇NIud
.

For No Damage Case specifically, the comparison is made

between the validation and training data. To calculate 𝐷𝑢𝑑,𝑑 ,

the complete novelty index vector is used. When the mode

shape is introduced to the training, distances become smaller

for all cases. For PCA, at the absence of mode shapes, the

No Damage and Damage Case 1 values are similar for both

architectures. However, AE has a higher distance suggesting

that it may be still possible to detect damage with AE. At the

presence of mode shapes, the distances are much larger which

signifies improved damage detection for the given structure.

In summary, evaluation of the architecture performance

demonstrates that the introduction of mode shapes enhances

damage detection. When only mode shapes are considered

for reconstruction, it is observed that the relative distances

increase. This is due to the fact that more features are recon-

structed compared to model sets A and B at the expense of

computational complexity. For AE network, reconstructing

only mode shapes (model set C) does not improve the detec-

tion, whereas for PCA, the sensitivity of model set C is much

higher. At this point, it is up to the designer how much sen-

sitivity is desired and what are the computational resources

available to reach the desired damage detection sensitivity.

3.3 Effect of gradient temperature
distribution
While in this paper we hypothesized that the mode shapes

do not change under uniform temperature distribution, mode

shapes will show slight variation if there is temperature

gradient. Such variations may cause some degradation in the

performance of the proposed method. This section focuses on

the effectiveness of the method under temperature gradient.

Here, it is assumed that the temperature difference between

each end of beams is 10◦C and changes linearly across the

beam. The same number of inputs are used for all the learning

components. In addition, to increase the sensitivity of the AE

network for model set A, the system structure is modified

to 241-50-50-6. The novelty index for both architectures is

presented in Figure 7. In general, the proposed method can

detect the damage under temperature gradient. The overall

findings are consistent with the results from the uniform

distribution.

3.4 Experimental verification
3.4.1 Structure 1
For further verification of the proposed approach, a small-

scale three-story structure tested by Figueiredo et al. (2009)

at Los Alamos National Laboratory is studied. This structure

is excited with an electromagnetic shaker attached to its base.

The shaker provided a band-limited white noise and the result-

ing acceleration responses of the structure are recorded for

about 25 s at a sampling rate of about 320 Hz (see Figure 8).

Figueiredo et al. (2009) indicated that the lab environment is

not temperature controlled and some temperature variations

observed. However, they also did not record the ambient tem-

perature during the experiments. A set of damage conditions
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F I G U R E 6 Comparison of novelty indices for analytical data: (a) PCA, model set B (mode shapes not included); (b) AE, model set B (mode

shapes not included); (c) PCA, model set A (mode shapes included); (d) AE, model set A (mode shapes included); (e) PCA, model set C (only mode

shapes included); (f) AE, model set C (only mode shapes included)
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T A B L E 3 Modified Euclidean distances for damage cases with and without the inclusion of mode shapes for analytical data

PCA PCA PCA AE AE AE
model set A model set B model set C model set A model set B model set C

No Damage Case 21.90 23.30 16.28 22.74 22.89 14.59

Damage Case 0 22.78 38.74 174.30 40.57 24.45 29.32

Damage Case 1 29.50 146.43 637.90 158.40 38.31 129.40

Damage Case 2 168.59 820.53 3,333.75 949.47 243.21 770.84

are defined for this structure, see Table 4. Including no dam-

age condition, there are five damage cases for this structure.

The damage is introduced by reducing the stiffness of one or

two columns at each floor by 87.5%. NExT/ERA is applied to

all of the listed experimental data. Since the sampling time is

short, the system identification is not able to determine all the

dominant modes for all simulations. For the test data, where

system identification yields complete dominant modes, nat-

ural frequencies and mode shapes are packaged into a vector.

Each vector contains three natural frequencies, and 9 mode

shape points (3 modes × 3 mode shape points per mode),

summing up to 12 data points. Since temperature was

not recorded, this information is excluded in the input.

No. of data in Table 4 corresponds to the number of

complete data vectors. The distribution of natural frequen-

cies for the no damage and damage cases are shown in

Figure 9.

Similar to the analytical investigation, both PCA and AE

architectures are considered. For the training of the machine

learning model, the baseline condition is used. Out of 50 data,

40 are used for training and 10 for validation. After the data is

standardized, the PCA model is trained with six components.

The output of the AE model is the three natural frequencies

to be reconstructed. A neural network with the dimensions

12-8-8-3 is developed to capture dominant features of the

data. Rectified linear units are used as the activation function

on all the layers.

Figure 10 presents the novelty index for the experimental

data for both architectures with and without the introduction

of mode shapes. In general, for all architectures, the damages

are distinguished from each other, given the fact that the

stiffness degradation was as high as 90%. For all figures,

when two columns are damaged (Damage Cases 2 and 4)

the index is higher compared to single column damages

(Damage Cases 1 and 3). The architectures not relying on

mode shapes yield similar indices for Damage Cases 2 and

4, whereas the utilization of mode shapes as input return

distinguishable indices. Considering PCA, some instances of

the novelty index for the Damage Case 1 at the absence of

mode shapes leak to No Damage Case region. This behavior

is not observed when mode shapes are introduced. One can

notice that with the use of mode shapes, the novelty index of

Damage Cases 3 and 4 where third columns were damaged

is higher for both architectures. The damage at the third floor

changes the mode shapes to the point that the novelty index is

amplified even though the induced damage is not larger than

the first floor. From this observation, it can be concluded that

while the proposed approach is a successful damage detection

tool, the results may not be definite regarding the magnitude

of the damage. To understand the results quantitatively,

the modified Euclidean distances for each damage case

computed according to Equation (27) are provided in Table 5.

The validation data set from the No Damage Case is used as

the reference. Since the validation data is limited, the data

is repeated to match the size of the target. Figure 10 implies

that when mode shapes are introduced novelty indices may

decrease slightly. In parallel, the baseline for No Damage Case

approaches to zero resembling a flat line. Although the nov-

elty indices reduce, the modified Euclidian distance between

the baseline and the damage cases increases which implies

that damage is quantitatively more distinguishable. Overall,

the distances indicate that the presence of mode shapes

in the data improves the reliability of the damage detection

for the given test structure. The experimental investigation

of the data shows that when mode shapes are used in the

machine learning models, the damage detection can be more

reliable.

3.4.2 Structure 2
This section utilizes a linear three-story, three-dimensional

frame located at Harbin Institute of Technology (HIT), China

(see Figure 11a). The prototype structure has a base plan with

dimensions 1.84 m by 2.04 m and each story is 1.2 m tall. The

structure is braced in one direction with inverted v-brace (see

Figure 11b). A concrete slab weighing approximately 250 kg

is attached to each floor. Including the mass of bare structure,

total weight sums to 1,066 kg. The columns, beams, and

girders are made of structural steel with an elastic modulus

estimated to be 220 GPa. More details about the system

identification and material properties of the structure are

discussed in Ozdagli (2015) and Xi (2014).

To evaluate the performance of the proposed method,

temperature gradient in three dimensions over the structure

is modeled. To simulate the temperature gradient, first an

FE model is established using OpenSees faithful to the

experimental structure in terms of boundary conditions and

material properties (Xi, 2014). Each member of the model
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F I G U R E 7 Comparison of novelty indices for analytical data under temperature gradient: (a) PCA, model set B (mode shapes not included);

(b) AE, model set B (mode shapes not included); (c) PCA, model set A (mode shapes included); (d) AE, model set A (mode shapes included); (e)

PCA, model set C (only mode shapes included); (f) AE, model set C (only mode shapes included)
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F I G U R E 8 Three-story laboratory structure

(Structure 1) (Figure modified according to our

research from Figueiredo et al., 2009)

T A B L E 4 Experimental data matrix (Structure 1)

State condition Description No. of data
No Damage Case Baseline condition 50

Damage Case 1 87.5% stiffness reduction in one first-floor column 49

Damage Case 2 87.5% stiffness reduction in two first-floor columns 50

Damage Case 3 87.5% stiffness reduction in one third-floor column 50

Damage Case 4 87.5% stiffness reduction in two third-floor columns 45

F I G U R E 9 Distribution of natural frequencies with

varying ambient temperatures for each damage case in

experimental data
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F I G U R E 1 0 Comparison of novelty indices for experimental data: (a) PCA, model set B (mode shapes not included); (b) PCA, model set A

(mode shapes included); (c) AE, model set B (mode shapes not included); (d) AE, model set A (mode shapes included)

T A B L E 5 Modified Euclidean distances for damage cases with and without the inclusion of mode shapes for experimental data (Structure 1)

PCA without mode shape PCA with mode shape AE without mode shape AE with mode shape
Damage Case 1 29.79 44.92 53.65 76.87

Damage Case 2 104.48 266.75 129.81 177.53

Damage Case 3 42.28 491.04 56.95 220.72

Damage Case 4 105.50 816.04 112.46 395.06

is discretized into 10 elements, resulting in 360 elements.

Equation (28) is used to constitute the relationship between

the ambient temperature and the material. The model is

calibrated to match the experimental modal properties at

15◦C. The natural frequencies and mode shapes of the FE

model are presented in Figure 12.

Four different damage conditions are established for this

model with damage state varying between 5 and 10%. The

damage scenarios are summarized in Table 6 and illustrated

in Figure 13. All damage cases consider a reduction of

stiffness only at the midspan element to localize the damage.

As for data generation for the validation of the proposed

method; it is assumed that temperature gradually increases

from bottom node to the top node in the direction of the

arrow shown in Figure 13. Here, temperature differences

at each node relative to the bottom corner of the structure

are shown. The maximum temperature difference between

upper and bottom part of the structure is 12.5◦C. Since

it may be challenging to obtain higher-order modes in

reality, only the first four modes are pursued. It is assumed
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F I G U R E 1 1 Three-story,

three-dimensional structure (Structure 2): (a)

Experimental prototype; (b) idealization

F I G U R E 1 2 Modal properties of the FE model

T A B L E 6 Experimental data matrix (Structure 2)

State condition Description No. of data
No Damage Case Baseline condition 2,000

Damage Case 0 5% stiffness reduction at midspan of first floor column 1,000

Damage Case 1 10% stiffness reduction at midspan of second floor beam 1,000

Damage Case 2 10% stiffness reduction at midspan of third floor brace 1,000
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Damage Location

Temperature Gradient
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ΔT = 7.5 °C

ΔT = 7.5 °C

ΔT = 5.0 °C

ΔT = 2.5 °C

ΔT = 2.5 °C

ΔT = 5.0 °C

ΔT = 0.0 °C

F I G U R E 1 3 Damage conditions and

temperature distribution

T A B L E 7 Model set properties for experimental data (Structure 2)

Model set A Model set B Model set C
1 temperature data 1 temperature data 1 temperature data

Input 4 natural frequencies 4 natural frequencies

96 mode shape data points 96 mode shape data points

Output 4 natural frequencies 4 natural frequencies 96 mode shape data points

PCA component size 100 3 100

AE network structure 101-50-50-4 5-3-3-4 97-50-50-96

T A B L E 8 Modified Euclidean distances for damage cases with and without the inclusion of mode shapes for experimental data (Structure 2)

PCA PCA PCA AE AE AE
model set A model set B model set C model set A model set B model set C

No Damage Case 27.09 27.48 11.69 0.01 0.01 20.30

Damage Case 1 298,919.03 7,337.87 124,477.62 73.25 30.62 1,152.85

Damage Case 2 219,040.14 12,039.37 20,180.22 44.31 32.80 237.35

Damage Case 3 33,042.80 2,251.73 2,352.94 13.88 5.65 122.51

that accelerometers at each joint (labeled in red color in

Figure 13; the sensors in the background are not labeled) can

capture motion along x- and y-axis which will result to about

24 mode shape points per mode. The method is assumed to

have access only to the median temperature. Including the

median temperature, four natural frequencies, and 96 mode

shape points (4 modes × 24 mode shape points per mode),

each input contains 101 data points. For each damage

scenario, 1,000 inputs are generated whereas for the undam-

aged case, 2,000 inputs (1,000 input for training + 1,000

input for validation). For all input, the median tempera-

ture is uniformly distributed between −15◦C and 50◦C.

Properties of the learning components are summarized

in Table 7.

Figure 14 illustrates the novelty indices for all damage

cases and model sets. Table 8 summarizes the modified

Euclidean distance. Accordingly, using both frequencies

and mode shapes improves the detection. The performance

is more significant for PCA. For this case, reconstructing

more features does not improve the detection of PCA when

model sets A and C are considered. As for AE, combination

of frequencies and mode shapes improves the detection

for all cases. Here reconstructing more features (model

set C) indeed improve the detection compared to model

set A. However, it should be again noted that model set

C requires more parameters to train the AE network and

predict the detection; thus, it is computationally more

expensive.
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F I G U R E 1 4 Comparison of novelty indices for experimental data (Structure 2): (a) PCA, model set B (mode shapes not included); (b) AE,

model set B (mode shapes not included); (c) PCA, model set A (mode shapes included); (d) AE, model set A (mode shapes included); (e) PCA,

model set C (only mode shapes included); (f) AE, model set C (only mode shapes included)
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4 CONCLUSIONS

This paper proposes a new machine learning architecture to

detect damage in structures reliably by incorporating modal

properties such as natural frequencies and mode shapes into

the training data for the learning components. While the

use of natural frequencies in machine learning algorithms is

studied thoroughly in the past literature, it has been shown in

this study that mode shapes are independent of temperature

variations and remain the same when the structure is not

damaged but material proprieties change due to temperature.

As a result of this, the learning algorithm considers the per-

sistence of mode shapes as a statistically important feature.

To evaluate and validate the proposed approach, this study

uses data sets from an FE model of a simply supported beam

and experimental testing of one small scale and one large

scale three-story structure. Both the analytical and experi-

mental investigation presented herein demonstrate that the

introduction of mode shapes improves the detection quality

significantly in the presence of environmental variability.

Especially for detecting a small amount of damages, the

performance of the proposed approach is better compared to

the architecture which does not utilize mode shapes. Overall,

the findings indicate that the proposed approach has the

potential to be used as a viable tool in the field. Regarding the

practicality of the method discussed herein, there are some

considerations to be given. First, NExT/ERA-based system

identification requires long-term data measurements to cap-

ture higher modes successfully. Such data may not be always

available. However, the pipeline is flexible enough to allow

the use of alternative subspace system identification (SSI)

methods such as one proposed by Peeters and Roeck (1999)

and known to perform well under noisy environments. Sec-

ond, the success of the method relies on the accuracy of the

historical data. A significant change in the system that cannot

be identified as damage, such as adding a damper or adding

mass, will indeed alter the features that were latent in the his-

torical data. In this case, a new model should be trained. Third,

temperature gradients along the structure are common during

the field measurements. The training data should consider a

wide range of measurements that capture the gradient pattern

such that the changes in the mode shapes will not cause

novelty indices to increase. While our paper has shown that

the proposed method is still effective under temperature gra-

dients, a broader investigation should be performed to ensure

the readability of our method. Last, deep networks inherently

require big data for the optimization of hyper-parameters.

Extracting features from big data with a huge number of

features using PCA can be computationally expensive since

the data set is processed as a whole. Either, incremental PCA

(Ross, Lim, Lin, & Yang, 2008), or AE should be used for a

system with large sensor arrays. Ideally, an ensemble of PCA

and AE architecture should be considered to maximize the

detection sensitivity if computational resources are allowing.

Future work should include the investigation of the proposed

approach in the presence of multiple environmental and

operational variability in the laboratory and in the field.

Additionally, the data set should be diversified to include not

only responses to ambient noise but also forced vibrations

due to service loads. Finally, the proposed architecture should

be extended to locate damage by relating mode shapes to the

spatial data of the bridge under environmental uncertainty.
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