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Abstract—Cyber-Physical Systems (CPS) are systems with
seamless integration of physical, computational and networking
components. These systems can potentially have an impact on
the physical components, hence it is critical to safeguard them
against a wide range of attacks. In this paper, it is argued that
an effective approach to achieve this goal is to systematically
identify the potential threats at the design phase of building
such systems, commonly achieved via threat modeling. In
this context, a tool to perform systematic analysis of threat
modeling for CPS is proposed. A real-world wireless railway
temperature monitoring system is used as a case study to
validate the proposed approach. The threats identified in the
system are subsequently mitigated using National Institute of
Standards and Technology (NIST) standards.
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I. INTRODUCTION

The exponential growth of Information and Communica-
tion Technologies over the last decade has given rise to their
expansion in real-world applications involving physical pro-
cesses. This expansion has led to the emergence of closed-
loop systems involving strong integration and coordination
of physical and cyber (computational and communication)
components, often referred to as Cyber-Physical Systems
(CPS). These systems are rapidly finding their way into
various aspects of the contemporary society such as trans-
portation, healthcare and critical infrastructure. Increasing
dependence on CPS and their potential effects on the phys-
ical world including humans render them critical, and in-
turn demands them to be inevitably secure, robust, reliable
and trustworthy. Ironically, it also makes such systems very
attractive targets for ever increasing, both in number and
complexity, cyber attacks.

The complex nature of CPS mainly due to a tight-coupling
of two orthogonal components – cyber and physical – makes
securing such systems go beyond securing each of these
components in isolation. A multi-vector attack exploiting a
combined set of vulnerabilities from each of these individual
components, none of which might pose a serious threat to

the corresponding stand-alone component, can have dam-
aging effects. A prominent recent example of such multi-
vector attack was the Stuxnet attack that targeted nuclear
centrifuges at the Iranian uranium enrichment plant [1]. In
this attack, a worm propagating via USB and local network,
exploited a zero-day vulnerability of Windows machine
and thereby infected the Programmable Logic Controllerss
(PLCs). Another example of a multi-vector attack was the
Slammer SQL worm which infected a private network at
the Davis-Besse nuclear power station and resulted in a
substantial time loss of safety monitoring system [2].

Efforts in securing these CPS have mainly been towards
extending the existing approaches to secure their individual
components – cyber and physical. This paper, however,
argues that it is imperative to simultaneously consider both
these components in order to achieve the desired security
of such systems. This goal can be achieved by identifying
potential vulnerabilities of such systems, preferably during
the design-phase, in order to minimize the overall costs
involved in providing and maintaining their security and
reliability. One of the ways in which this identification can
be performed is threat modeling. In this context, various
approaches have been proposed in the literature. Attack tree
based approaches [3] are widely used mainly due to their
simplistic design, however, static nature and state space
explosion considerably restricts their modeling capabilities.
Moreover, the reviewed literature also indicates a scarcity
of systematic threat modeling approaches and software tools
that can be used to perform a comprehensive analysis of a
wide range of threats to a variety of CPS. This paper ad-
dresses these limitations and in process makes the following
key contributions.

• Presents a tool to perform systematic threat modeling
for CPS using a real-world railway temperature moni-
toring system as the case study.

• The identified threats are mitigated using the NIST
standards [4].

Another contribution of this work is the adaptation of



Microsoft’s SDL Threat Modeling Tool [5] for threat iden-
tification in CPS domain, previously used for analyzing
threats in web applications. The paper currently models
software-related threats within the CPS domain in a sys-
tematic manner. Modeling of hardware-related threats and
combining them with currently identified software-related
threats constitutes a part of the future research work in this
direction.

The remainder of the paper is organized as follows:
Section II gives an overview of the related work done in
the area of threat modeling. This section also outlines the
system security standards, provided by NIST, used to address
the threat identified in the case study. Section III discusses
the modeling paradigm, including the metamodel and in-
terpreters, developed for this work. Section IV describes
in detail the case study used in this paper. This section
also presents the resulting modeling environment, threats
identified, and addressed using NIST standards. Finally,
Section V summarizes the work and gives directions for
future work in this area.

II. BACKGROUND AND RELATED WORK

A. Threat Modeling

Threat modeling is an approach for analyzing the security
of an application. It is a structured approach that allows
a systematic identification and rating of all the security
related threats that are most likely to affect the system under
consideration. Threat modeling, based on a comprehensive
understanding of the underlying architecture and implemen-
tation details of the system, also provides a way to address
these identified threats with appropriate countermeasures.
During threat modeling, it is usually used two types of
models: a model of what it is being built, and a model of
the threats.

For threat models generally, an approach centered on
asset models, attacker models, or software models are used.
It is more beneficial to model threats using an individual
approach at the time rather than to combine all of them [5].

Attacker-centric approach focuses on identifying the at-
tacker, evaluates their goals, and attempts to predict how
these goals might be achieved by the attacker. Software-
centric threat modeling, also referred to as system-centric,
design-centric or architecture-centric, begins with the design
model of the system under consideration, focusing on all
possible attacks that target each of the model elements.
Asset-centric approach focuses on all the individual assets (a
system or user level resource associated with certain value)
entrusted to the system.

Reference [5] points out the advantages and disadvantages
of assets models, attacker models and software models.
However, one of the strong motivations to apply software
models for threat modeling relies on the fact that software
is the foundation of any application, which it makes an ideal
place to start the threat-modeling task. Moreover, almost

all software development is done with software models that
help understanding the application, with this, developers are
encouraged to make them good enough to allow effective
threat modeling.

B. Threat Modeling Approaches

A majority of existing approaches for threat modeling can
be broadly divided into two main groups – attack tree based
approaches and stochastic model based approaches.

Attack tree based modeling approach was presented in [3].
Attack trees formally describes the security of the system un-
der consideration against a variety of attacks. They represent
all possible attacks against a system in a tree structure, with
the root node representing the overall goal and leaf nodes
representing the different ways of achieving that goal.

Attack trees have been used in a variety of applications.
Fung et al. [6] used attack trees to model three funda-
mental security mechanisms – confidentiality, integrity, and
availability of MANET network. Higuero et al. [7] used
attack trees to model digital content security. Bistarelli et
al. [8] proposed an extension to attack trees that incorporated
defense mechanisms against intrusions on leaf nodes, and
was termed as defense trees. This work was further extended
by Kordy et al. [9] by formally introducing an attack-defense
tree (ADTree) which not only took into account measures
taken by an attacker to compromise a system but also
incorporated defense mechanisms employed by a defender
to protect the system.

Stochastic model based threat modeling approaches com-
monly convert system models to Markov chains and analyze
them using state transition matrix. This approach was used
by Madan et al. [10] to conduct behavioral analysis of a
intrusion tolerant system. Sallhammar et al. [11] presented
an integrated security and dependability evaluation approach
based on stochastic modeling using game theory to model
attackers behavior. Even though stochastic modeling based
approaches provide stronger and more formal modeling
power than attack tree based approaches, lack of precise
representation of an attackers behavior to known distribution
functions used in such models limits their usability.

C. Threat Modeling for CPS

This section outlines some of threat modeling techniques
that have been applied to CPS domain. Yampolskiy et
al. [12] assessed the applicability of Data Flow Diagram
(DFD) based approach for systematically analyzing cyber-
attacks on CPSs. In this context, [12] proposed a number
of extensions to DFD and evaluated their proposed approach
using quad-rotor Unmanned Aerial Vehicle (UAV) as case
study. The security assessment approach presented by the
authors was, however, manual in nature and hence was
strongly dependent on the knowledge-base of the domain
expert. Zalewski et al. [13] used Discrete Time Markov
Chain (DTMC) to obtain state change (from secure to insure)



probabilities of security violations of a Cooperative Adaptive
Cruise Control (CACC) system. The authors analyzed and
compared two methods (DREAD model [14] and CVSS
base metric [15]) of threat modeling of an Inter Vehicular
Communication (IVC) system using Microsoft’s SDL Threat
Modeling Tool [5]. The authors acknowledged that both the
used methods were developed for security analysis of Inter-
net based applications and may not be directly applicable to
CPS domain.

CPS are a combination of hardware and software modules
and security of these systems is still in its infancy. To the
best of our knowledge, there aren’t any publicly available
tools (or techniques) that automatically perform a systematic
analysis of security threats in CPS domain. As previously
mentioned, it is believed that an automated hardware and
software threat modeling approach, done in the design stage
of the system, can help find potential problems that with
other approaches would be hard or even impossible to cover.

D. Systems Security Standards

This section describes the standard document, NIST SP
800-82 Revision 2, Guide to Industrial Control Systems
(ICS) Security [4]. This document provides guidance for
establishing system security for industrial control systems
(ICS). It provides a notional overview of ICS, reviews typical
system topologies and architectures, identifies known threats
and vulnerabilities to the ICS systems, and provides recom-
mended security countermeasures to mitigate the associated
risks. This document established a framework and process
to provide guidance to perform risk assessment, security
program development and deployment, and to apply security
controls to ICS systems.

It covers the security controls in the following families:
Access control; Awareness and Training; Audit and Ac-
countability; Security Assessment and Authorization; Con-
figuration Management; Contingency Planning; Identifica-
tion and Authentication; Incident Response; Maintenance;
Media Protection; Physical and Environmental Protection;
Planning; Personnel Security; Risk Assessment; System and
service Acquisition; System and Communications Protec-
tion; System and Information Integrity.

III. MODELING PARADIGM BY DOMAIN

As mentioned in Section II the amount of available tools
that allow a systematic analysis of threats for CPS are scarce.
One of the reasons relies on the heterogeneous feature of
such systems. CPS systems are composed of hardware and
software elements which makes it a challenge to model
all the security requirements in one tool. To address this
challenge the use of the Generic Modeling Environment
(GME) [16] to support the creation of a domain-specific
modeling for threat analysis on CPS is proposed.

GME allows the design of metamodels specifying the
modeling language of the application domain. The mod-

eling language contains all the syntactic, semantic, and
presentation information regarding the domain. Moreover,
the modeling language defines the family of models that
can be created using the resultant modeling environment.

The proposed modeling paradigm consists of applying and
extend the SDL Threat Modeling Tool [5] to model, identify,
and mitigate threats in a systematic way for the proposed
CPS (Section IV).

A. Metamodel

The first step consists of defining a sketch of a metamodel
for threat analysis for the proposed CPS. This is achieved
by using the MetaGME modeling language, installed and
registered by default in GME. Briefly, MetaGME is basi-
cally a UML Class Diagram extended with some additional
concepts, such as, OCL constraints and some configurable
visualization properties.

The CPS components from Section IV are modeled as
first class objects (FCOs) in GME. The defined FCOs
contain both textual Attributes and Constraints. The tex-
tual Attributes are related with security aspects from the
SDL Threat Modeling Tool (e.g.: authentication mechanism
attribute). The Constraints are OCL-based expressions for
providing verifiability for the models.

Figure 1 presents the metamodel for the proposed CPS
model domain. It consist of 4 FCOs (sensor, repeater,
gateway and central station), and 2 types of connections
(WiFi 2.4 GHz and wireless 868 MHz). For this case-study
the components are modeled as processes from the data
flow diagrams (DFD) defined in the SDL Threat Modeling
Tool. The DFD process attributes were incorporated in
the metamodel by implementing them as textual attributes.
Figure 2 shows an example of the attributes implemented
for data flow connections in GME.

B. Interpreters

One of the motivations for modeling threats in GME is
the desire to describe a system in a structured way and
to use the description as a form of identifying threats in
a systematic way. Moreover, we also want to analyze the
model automatically. Typically, the model analysis range
from the simple to the sophisticated:

• running queries, generating lists, and writing reports
based on the contents of the model;

• generating program code or system configuration;
• using the models as a data exchange format to integrate

tools that are incompatible with each other.
To perform the model analysis, a programmatic access

to the GME model information is required. To meet this
requirement, we are using a technique provided by GME
called interpreters. Interpreters are not standalone programs;
they are components (usually DLLs) that are loaded and
executed by GME upon a user’s request. In this case, we
developed the interpreter code responsible for navigating



Figure 1. GME metamodel - eRTM case study

Figure 2. GME metamodel - Data Flow Connection Attributes

through model and analyze and extract the security vulner-
abilities present in all data flow connections. The security
vulnerabilities are the same as the ones identified in the SDL
Threat Modeling Tool, with the exception that in this case
the vulnerabilities are adapted and related to the CPS case-
study system.

IV. CASE STUDY: ERTM

The CPS case study consists of a wireless sensor network
for monitoring of rail temperature1 (eRTM system). A
possible eRTM system architecture is presented in Figure 3
and it consists of two main sections: a CPS system section
and an IP network section.

1http://www.evopro.hu/eng/page/ertm

Figure 3. eRTM Generic System Architecture1

The CPS system section is comprising of battery powered
temperature-measuring modules (sensors) connected via 868
MHz radio channels. These sensors gather temperature re-
lated information and communicate it to the gateway units
via the repeaters. These gateway units subsequently transmit
all the collected information to a central station through a
2.4 GHz WiFi link. The processed monitoring information
is then communicated to clients via the conventional IP
network and is made accessible through browsers or smart-
phone applications. Based on the temperature limit settings,
alarm messages are sent to specified clients.

A. Result Modeling Environment

1) System Model: The system components from Figure 3
are modeled in GME. The result modeling environment is
presented in Figure 4. Table I summarizes the selected model
parameters for the components present in the modeling
environment.

Table I
MODEL PROPERTIES

Component # Components Model Properties

Sensor 6 Code Type:
Managed

Running As:
Administrator

Accepts Input From:
Nothing

Gateway 1 Code Type:
Managed

Running As:
Administrator

Accepts Input From:
Any Remote User or Entity

Repeater 2 Code Type:
Managed

Running As:
Administrator

Accepts Input From:
Any Remote User or Entity

Central
Station 1 Code Type:

Managed
Running As:
Administrator

Accepts Input From:
Any Remote User or Entity

WiFi 1 Physical Network:
2.4 GHz

Trust:
No

Wireless 8 Physical Network:
868 MHz

Trust:
No

2) Finding Threats: There are 9 data flow connections
and after running the interpreter described in Section III-B,
the modeling environment identified 10 threats for each data
flow (a total of 90 threats).

As an example, 2 Spoofing threats, 1 Tampering threat, 1
Repudiation threat, 1 Information Disclosure threat, 2 Denial
Of Service threats, and 3 Elevation Of Privileges threats
were identified between a Sensor and a Repeater. Table II
summarizes these 10 threats.



Figure 4. GME eRTM Model

3) Addressing Threats: Based on the security categoriza-
tion process, the security control baseline for the eRTM case
study was categorized as moderate impact system, as the
impact on confidentiality is low, the impact on integrity and
availability are both moderate [4].

According to SP 800-82 Appendix G, ICS Overlay, all
security controls for the moderate baseline should be imple-
mented. However, for the illustration purpose of this case
study, certain controls are selected to directly address the
threat identified by the threat modeling tool, as summarized
in Table II.

V. CONCLUSION AND FUTURE WORK

The complex nature of CPSs makes securing such systems
a challenge. Efforts in securing CPSs have mainly been
towards extending the existing approaches to secure their
individual components - cyber and physical. However, it
is important to identify the potential vulnerabilities during
the design-phase in a systematic way in order to minimize
the overall costs involved in providing and maintaining
their security and reliability. This paper addresses these
challenges by proposing a tool that allows, during a CPS
design phase, a systematic analysis of threat modeling for
a CPS using a real-world railway temperature monitoring
system as the case study. After identifying the possible
threats in the modeled CPS system, the proposed approach
also addresses them using the NIST standards.

There are two main directions as future work: first, CPS
systems are a combination of software and hardware com-
ponents. So far the proposed tool only addresses software
threats. The combination and/or correlation of software and
hardware threats needs to be investigated. The authors will
explore the feasibility of including hardware threats in the

existing modeling environment. Second, there is more than
one way to do threat modeling, and the right way to
threat modeling is the way that allows to find more threats
against a system. The authors will investigate ways to merge
different threat modeling techniques (e.g. attack tree based
approaches) with the proposed one in order to enable the
expansion of threat identification and system vulnerabilities.
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