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ABSTRACT
Computer simulation models are used extensively in scientific and
engineering problems for complex design tasks and decision pro-
cesses. Surrogate models generated using data-driven techniques
can approximate the behavior of complex simulation models with
high fidelity and can accelerate the design process. This paper
presents a physics-guided learning architecture that integrates
parameters extracted from physics-based simulations into the in-
termediate layers of a neural network to constrain the learning
process during the training of surrogate models and to improve
their generalization. The proposed architecture is used to develop a
surrogate model for evaluating the structural integrity of the hull of
an unmanned underwater vehicle. It is shown that physics-guided
learning can improve generalization in less explored regions of
the design space compared to black-box models. In addition, the
architecture improves the explainability of the model predictions
using physics-based parameters and allows the designer to make
decisions based on the input and physics-based intermediate pa-
rameters.
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1 INTRODUCTION
Computer simulation models are used extensively in scientific and
engineering problems to accelerate complex design tasks and de-
cision processes. While through model calibration and parametric
sensitivity analysis, it is possible to design high-fidelity simulations,
such exercise can be computationally exhaustive. Especially, for
design problems that involve multiple heterogeneous domains, run-
ning a large number of complex simulations, which is often a hard
requirement, is not time- and cost-effective [13].

Surrogate modeling (also known as metamodeling [5] and digital
twin modeling [6]) focus on employing computationally efficient
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surrogates. In essence, the main motivation is the effective uti-
lization of limited computational resources. The surrogate models
often rely on data-driven techniques to approximate the behavior
of the complex simulation model. Surrogate models based on neural
networks, in particular, are a viable method since they are capa-
ble of learning complex nonlinear relationships at a relatively low
computation cost [12, 14, 16].

Typical surrogate modeling methods based on neural networks
employ black-box models resulting in an inference procedure that
is non-transparent to the user or the designer. While black-box
models can be used to generate efficient and accurate surrogates
for predicting simulation responses, they often fail in generalizing
over the less explored regions of the design space. Further, even if
the input/output relation is represented accurately by the neural
network, the designer may have difficulty in interpreting and ex-
plaining the results for those regions since black-box layers provide
very limited information about the physics of the actual system. The
objective of this paper is to use physics-guided learning to improve
the generalization and transparency of surrogate models used in
the design of cyber-physical systems. Physics-guided learning has
been used before in various scientific and engineering domains to
improve generalization [4, 11, 17].

The paper presents a physics-guided learning (PGL) architecture
that integrates parameters extracted from physics-based simula-
tions into the intermediate layers of the neural network to constrain
the learning process during training and improve the generalization.
The architecture is used to develop a surrogate model for evaluating
the structural integrity of the hull of an unmanned underwater vehi-
cle (UUV) and it is shown that it can improve generalization in less
explored regions of the design space compared to black-box models.
The architecture also allows the designer to improve the explain-
ability of the model predictions using physics-based parameters.
In particular, the proposed approach uses layer-wise propagation
(LRP) [10] to determine the most relevant physics-based parameters
and inputs that contribute to the prediction for a given design. Such
information can aid design space exploration and the generation of
new designs more effectively.

The paper first presents a brief discussion of the problem and the
goals of surrogate modeling. Then, the PGL architecture used for
training the surrogate model and the LRP approach for improving
the explainability of the model is presented. Next, the proposed
approach is evaluated using various designs of the hull of a UUV.
Finally, conclusions and directions for future work are presented.

2 PROBLEM FORMULATION
Autonomous vehicles are a significant research area that can poten-
tially impact domains such as transportation and warfare. A key
challenging aspect is the design of such cyber-physical systems
(CPS) to satisfy operation and mission requirements. The complex

130

https://orcid.org/0000-0002-0923-6293
https://doi.org/10.1145/3576914.3587532
https://doi.org/10.1145/3576914.3587532
https://doi.org/10.1145/3576914.3587532
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3576914.3587532&domain=pdf&date_stamp=2023-05-09


CPS-IoT Week Workshops ’23, May 09–12, 2023, San Antonio, TX, USA Ali Ozdagli, Peter Volgyesi, and Xenofon Koutsoukos

interaction between subsystems that involvemultiple domains leads
to very inefficient and expensive processes that require repeated
executions of high-fidelity computer simulations [3].

Structural integrity is a crucial design concern for autonomous
vehicles that can be addressed by performing high-fidelity finite
element simulations. The proposed approach seeks to develop a
surrogate model for evaluating the structural integrity of a UUV
hull. Specifically, the aim is the design of pressure vessels inside
the fairing of the UUV (see Figure 1). In a typical UUV, the shape
of the hull depends on the placement and the size of components
such as the motor, battery, and sensors. Each of these components
can be optimized in an iterative fashion to improve the behavior
of the vehicle. When the design of such components changes, the
geometric properties of the hull need to be readjusted to accommo-
date the component placement. The structural integrity of a new
hull can then be evaluated using finite element simulations. Such
a design process requires repeated executions of simulations that
can slow down the overall design and optimization process.

For complex problems, this pattern implicates the use of computa-
tionally exhaustive simulations. A neural network-based surrogate
model can significantly accelerate this process. Moreover, the in-
tegration of physics knowledge into the training of the surrogate
model can improve the generalization and explainability of the
model.

Figure 1: Hull example [15]

3 SURROGATE MODELING USING
PHYSICS-GUIDED LEARNING

The main objective of the paper is to design a surrogate model using
physics-based learning. The first step of the approach is to define
the data generation scheme and design space exploration procedure.
Figure 2 illustrates a typical surrogate modeling approach. Here,
𝑋 is the set of design parameters used to generate data using a
simulation model and the output 𝑌 is the response generated by the
simulator. Analysis of the data can indicate if the selected design
parameters result in a design that satisfies the requirements.

In our case study, we consider feasibility as the design require-
ment. Feasibility is measured in terms of the maximum stress a
UUV hull design experiences for a given water depth. If the max-
imum stress is close to the allowable stress limit dictated by the
material properties, the feasibility of the design as measured by

the feasibility ratio of the maximum over the allowable stress is
low. The maximum stress a design experiences also depends on
the geometric shape of the hull. The various parameters, such as
geometry, material properties, and feasibility ratio for the UUV hull
are defined in Table 1 and 2.

Figure 2: Typical approach for surrogate modeling

Data generation starts with designing a series of experiments.
We follow a workflow illustrated in Figure 3. It is assumed that
an oracle generates the parameters of a design and we need to
establish if the design satisfies the requirements which in this case
means that the UUV hull remains structurally intact in a given
depth underwater. Based on the design parameters, a finite element
model (e.g., Ansys [1]) is used to generate UUV hull designs and
simulate their responses. When the response complies with the
design requirement, i.e. maximum stress is below the allowable
stress limit, the design is considered feasible.

Figure 3: Automatic hull generation

For this study, we consider the UUV hull design as a simple cylin-
drical capsule model with spherical end caps as shown in Figure 4.
The design parameters are listed in Table 1. The first four parame-
ters (grayed) are related to the properties of the material selected.
The next three parameters dictate the geometry and determine the
hull shape. The external hydraulic pressure 𝜎ℎ𝑦𝑑 determines the
pressure that acts on the vessel and depends on the water depth
for which the simulation is performed. It should be noted that this
parameter is directly related to the design requirement that indi-
cates the pressure that needs to be sustained by the UUV. The last
four parameters are used for capsule designs that have stiffeners
and specify the stiffener shape, number, and location. Examples of
inner and outside stiffened designs are illustrated in Figure 3.

The outputs of the FEM simulations are shown in Table 2. An
important output is the magnitude of the maximum Von Mises
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(a) (b)

Figure 4: A representative capsule model (1/8 cut): (a) inside
view; (b) outside view

Table 1: Design Parameters

Parameter Description

𝐸 Material Elasticity
𝜎 Material Strength
𝜐 Poisson Ratio
𝜌 Material Density
𝑟𝑖 Inner Diameter
𝑡 Thickness
𝑙 Cylinder Length
𝜎ℎ𝑦𝑑 External Hydraulic Pressure

𝑛 Number of Stiffeners
𝑡𝑠 Thickness of Stiffener
ℎ𝑠 Height of Stiffener
𝑙𝑠 Location of Stiffener

Table 2: Simulation Outputs

Parameter Description

𝑓𝑟 Feasibility ratio

𝜎𝑥,𝑦,𝑧 Maximum Directional Stresses
𝜎𝑥𝑦,𝑦𝑧,𝑥𝑧 Maximum Plane Stresses

stress. For simplicity, we consider the feasibility ratio which is
defined as the ratio of the maximum Von Mises stress 𝜎𝑚𝑎𝑥 over
the nominal material strength 𝜎 and used directly for evaluation
of the design requirement. Typically, it is desirable to include an
additional safety margin represented by a feasibility ratio smaller
than one.We also consider internal stresses that can be generated by
the simulator. These parameters are used as intermediate variables
in the surrogate model to improve generalization and explainability.
Our motivation for selecting these parameters comes from the
fact that the computation of the Von Mises stress relies on first
determining these internal stresses [9]. The process involving the

generation of design parameters, simulation, and data collection can
be automated and repeated multiple times to generate the training
and testing data for the surrogate model.

In our previous work, we have developed a PGL architecture for
structural health monitoring [11]. The objective is to close the gap
between the simulation and experimental domains by introducing
parameters extracted from the physics-based simulation model
into the intermediate layers of the neural network to constrain the
learning process. This paper follows a similar idea for improving
generalization in less explored regions of the design space.

The architecture used for surrogate modeling of the UUV hull
is shown in Figure 5. The inputs correspond to the design parame-
ters generated by the oracle and the output is the feasibility ratio
between the maximum Von Mises stress and the allowable stress.
𝐺 𝑓 (green) is the block of neural network layers that extract latent
features from the given input and𝐺𝑦 (blue) is the block of layers
that are used for predicting the feasibility ratio. The architecture
includes an intermediate layer𝐺𝑝𝑔𝑙 (yellow) that is associated with
the absolute maximum internal stresses denoted by 𝑧.

Figure 5: PGL Surrogate Model

The physics-based parameters are generated using the simulator
and are incorporated into the training of the surrogate model by
considering the following loss function:

L =
1
𝑛

∑︁
L𝑦 (𝑦𝑖 , 𝑦𝑖 ) +

_𝑝𝑔𝑙

𝑛

∑︁
Lpgl (𝑧𝑖 , 𝑧𝑖 ) . (1)

The first term is used to minimize the error between the pre-
dicted output and the output of the simulator and the second term
between the predicted and simulated physics-based parameters.
The loss function implies that the architecture utilizes a multi-task
learning scheme where the first term of the loss corresponds to the
regression error between the feasibility ratio computed by the sim-
ulation model and the predicted one. The second term corresponds
to the mean square error (MSE) for the internal stresses where
_𝑝𝑔𝑙 is a regularization parameter. With the latter term, we aim
to constrain the learning process so that the intermediate physics-
based parameters are close to the simulated ones and generalize
the overall predictions.

In addition to improving generalization, the intermediate physics-
based parameters can be used to explain the predicted output by
estimating how strongly each parameter contributes to the output.
In order to address this objective, we use layer-wise relevance prop-
agation (LRP) [2]. The essential idea in LRP is to back-propagate
relevance scores between the layers of a neural network using a set
of purposely designed propagation rules. We follow the definition
and implementation of the rules presented in [10] as well as the
guidelines to choose the propagation rules at each layer.
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4 EVALUATION
4.1 Implementation
We consider three capsule designs: plain hull, hull with inner stiffen-
ers, and hull with outer stiffeners. The oracle uses Latin hypercube
sampling to select design parameters for generating the simulation
data [8]. 10,000 samples are obtained for each hull design by sam-
pling parameters from regions of the design space defined by the
lower and upper bounds shown in Table 3. The material selected for
these experiments is A36 structural steel. To reduce the simulation
time, 1/8 of the hull is modeled and simulated as shown in Figure 4.
Symmetric boundary conditions are applied at the cross-section of
the reduced capsule model to emulate full model behavior. Ansys is
used for the finite element simulation [1] and the design generation
and simulation process is automated using PyAnsys [7].

Table 3: Upper and lower bounds for design parameters.

Property Lower Bound Upper Bound unit

𝑟𝑖 7.5 20 in
𝑡 0.125 1.125 in
𝑙 20 50 in
𝜎ℎ𝑦𝑑 50 1500 psi

𝑛 5 16
𝑡𝑠 0.125 1.125 in
ℎ𝑠 0.125 1.125 in

After data generation, the data is divided into training and test-
ing datasets with a ratio of 4:1. Using the training dataset, a PGL
surrogate model for each of the three hull designs is trained in
PyTorch with the architectural layout shown in Table 4. In addi-
tion, a black-box model without the physics-based intermediate
variables is also trained using a loss function that minimizes only
the regression error. Table 4 also shows the rules used in the LRP
procedure. Since ReLU layers are absorbed by their preceding layer
through the propagation, no special LRP rule is applied.

Table 4: Model Architecture

Layer Count Layer Type Notes LRP Rule

1 Input LRP-𝑤2

2 Linear LRP-𝛾
3 ReLU LRP-𝛾
4 Linear LRP-𝛾
5 ReLU LRP-𝛾
6 Linear Intermediate LRP-𝜖
7 ReLU LRP-𝜖
8 Linear LRP-𝜖
9 ReLU LRP-𝜖
10 Linear LRP-0
11 ReLU LRP-0
12 Linear -

4.2 Generalization
We evaluate the performance and generalization of the PGL surro-
gate model by (1) using the hold-out testing dataset and (2) gener-
ating a new testing dataset by selecting design parameters outside
of the region of the design space considered in the training phase
and running additional simulations. For the new testing dataset,
we generate 100 samples from regions of the design space that are
10% above the upper bounds and 100 samples from regions that
are 10% below the lower bounds of the design parameters using
Latin hypercube sampling. We evaluate both the black-box and PGL
surrogate models using the two testing datasets.

We consider metrics for evaluating the prediction performance
of the feasibility ratio that include the mean square error (𝑀𝑆𝐸),
mean relative absolute error in percentage (𝑀𝐴𝐸), and maximum
relative absolute error in percentage (𝐴𝐸𝑚𝑎𝑥 ). Table 5 presents the
performance of the black-box and PGL surrogate models for plain
hull design based on these metrics. Testing Dataset 1 denotes the
hold-out testing dataset and Testing Dataset 2 denotes the testing
dataset with inputs outside the region of the design space consid-
ered in training. For all the metrics considered, the PGL model
provides lower prediction error and better generalization over the
black-box model. The results for the two designs with the stiffeners
are similar. The metrics for the Testing Dataset 2 using the PGL
model may be the result of a smaller sample size.

4.3 Explainability
To illustrate how the physics-based parameters of the PGL surro-
gate model are used for improving the explainability of the model
predictions, we select a plain hull design with the following param-
eters: 𝑟𝑖 = 15.0 𝑖𝑛, 𝑡 = 0.375 𝑖𝑛, 𝑙 = 30.0 𝑖𝑛. Here, we examine the
LRP scores for the intermediate physics-based parameters, i.e., the
scores that represent how strongly the internal stresses contribute
to the value of the feasibility ratio. To generate the LRP scores,
we sweep the external hydraulic pressure from its lower bound to
the upper bound (50-1500 psi). The results are shown in Figure 6
where the external hydraulic pressure causing the feasibility ratio
to exceed 0.5 is marked with a blue vertical line. The intensity of
the red and blue colors for each line annotated with the name of
the internal stress indicates the positive and negative correlation
between the parameter and the output. The results show that for
low levels of external hydraulic pressure, the directional stresses af-
fect the feasibility ratio strongly. As the external hydraulic pressure
increases, the effect of plane stresses becomes more dominant. We
also compute the scores for the relevancy of the design parameters
to the feasibility ratio. The scores indicate that the feasibility is
driven mainly by the thickness parameter of the hull. The inner
diameter has a secondary effect on the prediction, and the cylinder
length does not affect the prediction substantially. The LRP results
suggest that the designer should focus on calibrating the thickness
and the inner diameter to fine-tune the feasibility of the design.

Figure 7 presents the relevancy scores for the hull designs with
the stiffeners. While the results are similar to those from the plain
model, the plane stresses contribute strongly to the feasibility ratio
at higher external hydraulic pressure. The relevancy scores for
the design parameters imply that the hull thickness and the inner
diameter are the most relevant to the feasibility ratio. Parameters
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Table 5: Performance and Generalization capability of black-box and PGL surrogate models

Black-box PGL

Design Space 𝑀𝑆𝐸 𝑀𝐴𝐸 𝐴𝐸𝑚𝑎𝑥 𝑀𝑆𝐸 𝑀𝐴𝐸 𝐴𝐸𝑚𝑎𝑥

Testing Dataset 1 0.0001395 2.21 9.43 0.0000967 2.18 8.96
Testing Dataset 2 0.0005468 8.66 16.12 0.0000684 3.01 6.32

(a) (b)

Figure 6: Relevancy scores for plain hull design: (a) intermediate physical parameters; (b) design parameters

such as thickness, height, and number of stiffeners have a secondary
relevance. Compared to the plain hull design, the cylinder length
has a stronger effect on the feasibility ratio due to the inclusion of
the stiffeners.

5 CONCLUSION
The paper presents physics-guided learning for surrogate modeling
which improves generalization and explainability. For evaluation,
we consider hull design of an unmanned underwater vehicle. The
results demonstrate that the proposed approach achieves a bet-
ter generalization and provides information to the designer about
which design parameters are most dominant in the prediction. Fu-
ture work includes designing a single surrogate model for the hull
designs with different types of stiffeners for evaluating if the ap-
proach can handle heterogeneous inputs.
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(a) (b)

(c) (d)

Figure 7: Relevancy scores for hull design with stiffeners: (a) intermediate physical parameters - inside stiffeners; (b) design
parameters - inside stiffeners; (c) intermediate physical parameters - outside stiffeners; (d) design parameters - outside stiffeners
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