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ABSTRACT
The last decade has seen an influx of digital connectivity, opera-
tion automation, and remote sensing and control mechanisms in
the railway domain. The management of the railway operations
through the use of distributed sensors and controllers and with pro-
grammable and remotely controllable railway signals and switches
has led to gains in system efficiency as well as operational flexibil-
ity. However, the network connectivity has opened up the railway
cyber communication networks to cyber-attacks. These are a class
of cyber-physical systems (CPS) with interconnected physical, com-
putational, and communication components. The cyber-attacks
on these systems could potentially cascade through these inter-
connection and result into significant damage. These systems are
safety-critical owing to their large-scale monetary and, more im-
portantly, human life safety concerns. Therefore, it is better to
incorporate security and resilience requirements right from the
design time. In this paper, we describe a domain-specific frame-
work for simulations in the railway domain. The framework allows
analyzing the resilience of railway operations in the presence of
cyber-attacks. In particular, our simulation framework allows mod-
eling the railway network as well as the railway transportation. It
provides an online graphical modeling environment that allows
multiple users to collaborate, through a web-based interface, over
the same model for the railway infrastructure as well as network
attacks. The framework also allows the user to configure and run
experiments through the web-interface and also to visualize the key
operational metrics from the railway domain as the experiment is
running. The framework also supports executing large simulations
in the cloud. In addition, it supports hardware-in-the-loop (HIL)
simulation for incorporating physical effects and network attacks
that can only be realized realistically in the hardware. A detailed
case study is provided to demonstrate the framework’s capabilities.

CCS CONCEPTS
• Computer systems organization → Embedded and cyber-
physical systems; Redundancy; • Computing methodologies
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1 INTRODUCTION
Railway infrastructure is going through a transformation through
incorporation of network enabled sensors and actuators that make
it possible to control its operations and remotely and in an auto-
mated manner. The growth in network connectivity and with pro-
grammable and remotely controllable railway signals and switches
has made railway operations and management more efficient as
well as operationally flexible. At the same time, the open connectiv-
ity has made them vulnerable to cyber-attacks. These systems are
a class of CPS [14] with interconnected physical, computational,
and communication components. These are also safety-critical sys-
tems because a large number of transportation and even human
life depends on their continual safe operations. As such the railway
infrastructure is one of the nationwide critical infrastructure. How-
ever, the tight coupling among the communication, computational,
and physical components enable cascading failures once one of
the component gets compromised and attacked. Thus, even though
the integration of vehicle to infrastructure (V2I) and vehicle to ve-
hicle (V2V) enables fine-grained control over the transportation
operations, it makes them susceptible for cyber-attacks that can
cause significant damage to the systems and can even cause loss
of human life. Therefore, analyzing the security and resilience of
railway systems is critical for studying the effect of cyber-attacks.

Railway is unique due to the tight integration between legacy
standalone devices and modern communication interfaces. As such,
many systems which were designed several decades ago, do not
take into account the vulnerability space presented by remote
communication. This fact combined with the rush to market by
Internet-of-Things (IoT) manufacturers makes railway suscepti-
ble to an increased and diversified attack surface, especially the
communication-related vulnerabilities such as memory corruption.
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As such, the threshold to a successful compromise is significantly
lower compared to traditional information technology applications
such as servers, websites, and databases. Since in modern railway
there is a tight integration between software processes and physi-
cal dynamics, vulnerable applications can be exploited for causing
physical damage, that could potentially include terrorist attacks by
sophisticated adversaries.

One key differentiator between CPS and traditional software ap-
plications is the unpredictability in analyzing the impact of cyber-
attacks on a live system, particularly the physical actuation of
safety-critical components. Additionally, the increased intercon-
nectedness between components increases the potential and impact
of attack propagation. As such, it is no longer sufficient to rely on
locking down the most critical components, but zero trust architec-
tures must be utilized to take a weakest-link approach to prevent
adversaries from gaining entry into critical networks. Finally, the
necessity of requiring the stability of physical actuation, makes it
important to not only analyze the cyber-attack behavior on the
underlying software components, but also the physical operations
of systems. As such, in railway applications, a high priority fo-
cus should be on system safety, high availability, system and data
integrity and predictable operation.

The main problem that this paper addresses is how to leverage
simulation and emulation capabilities to create secure and resilient
CPS. In addition, we focus on how to provide a systematic method-
ology for creating cyber-attack experiments to assess their impact,
with or without defense mechanisms, on the software and physical
dynamics of the system. We also demonstrate integrated evaluation
of key metrics and their visualization to provide real-time feedback
to security researchers.

In this paper, we describe a domain-specific framework for simu-
lations in the railway domain. The framework allows analyzing the
resilience of railway operations in the presence of cyber-attacks.
In particular, our simulation framework allows modeling and in-
tegrated simulation of the railway cyber communication network
and the railway transportation. The framework is developed as
an online graphical modeling tool that allows multiple users to
collaborate, through a web-based interface, over the same model
for the railway infrastructure as well as network attacks. In the
framework, we have developed methods to define and calculate key
operational metrics to study the impact of cyber-attacks on railway
operations. Using this approach, one can design and evaluate dif-
ferent mechanisms for network defense and determine system’s
key network vulnerabilities. In the following sections we attempt
to focus on the following objectives:

• Develop a software platform for rapidly designing and eval-
uating cyber-attacks for connected railway architectures.

• Design a component-based modeling approach that lever-
ages our modular libraries for deploying cyber-attacks and
collecting metrics from domain-specific experiment results
in real-time.

• Integrate HIL testbed in order to evaluate the impact of
cyber-attacks and physical effects in a hardware environ-
ment similar to that in the real-world.

• Create a case study using theWashington, DCMetro railway
network model for demonstrating the capabilities of our
experiment design platform.

The remainder of the paper is organized as follows. Section 2
provides the rationale for evaluating cybersecurity in the railway
domain. Section 3 describes the architecture of our cybersecurity
evaluation platform. Section 4 demonstrates the capabilities of our
platform utilizing the case study of the Washington, DC Metro
system. Section 5 discusses the work related to this research and
Section 6 concludes.

2 RATIONALE
With the push to smart city implementations, railway transporta-
tion has experienced a significant disruption. New fuel sources,
communication protocols, and control systems have rapidly in-
creased the efficiency and safety of these systems, while reducing
the operational cost. Trains now comprise several embedded elec-
tronic equipment dedicated for both internal operations and remote
access purposes such as communicating with local infrastructure
and central monitoring stations. With increased communication
capabilities, manual mechanisms are no longer necessary for track
configuration. Similar to the automobile industry, track control sys-
tems such as rail signals and switches are built with autonomous
logic to systematically route trains. This advanced control requires
vehicle to infrastructure (V2I) communication protocols which are
largely being expanded due to the implementation of 5G.

Embedded microcontrollers and V2I communication have defi-
nitely disrupted the railway industry in a positive manner. However,
this change has also negatively impacted cybersecurity of the sys-
tem. Railway systems, like in the automotive industry, rely on a
significant amount of legacy code, most of which has not been
adapted in decades due to the safety and regulation costs. Conse-
quently, the railway systems have a larger number of vulnerabilities
compared to the traditional information technology infrastructure,
which allows for nation states, terrorist organizations, and hack-
tivists to compromise these highly critical transportation networks.
The presence of legacy code and remote communication capabilities
effectively means that physical access is no longer necessary to dis-
rupt train operations. Instead, an adversary can easily compromise
train systems even when being several miles away. Furthermore,
because safety-critical train networks are not isolated, once an
attacker obtains access, they can pivot to safety-critical devices,
causing them to behave dangerously that could lead to devastating
crashes. Some of the high profile examples of attacks on railway
systems include ransomware attacks against San Francisco and
Sacramento, and system-wide disruption in train scheduling op-
erations in London [12]. Fortunately, there haven’t been any high
profile examples of cyber-attacks leading to dangerous crashes.
However, translating these results to the Amtrak crash in Philadel-
phia [25] paints a eye-opening picture of potential consequences
of disruption of safety-critical control.

To successfully protect railway networks and systems, it is criti-
cal to utilize an objective and scientific methodology to evaluate
the most effective cybersecurity defense mechanisms, as well as
prioritizing relevant attack surfaces to address. As such, simula-
tion has proved to be an effective technique in the CPS domain
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to quantitatively evaluate the software effects on the physical dy-
namics. This ensures that safety and security can be designed into
system architectures in a cost-effective manner. Furthermore, for a
smooth transition to deployment settings, software emulation in
a hardware-in-the-loop environment can increase trust in reliable
system performance.

2.1 HIL Testbed
In order to measure the impact of security mechanisms on the per-
formance of the Industrial Control Systems (ICS), the US National
Institute of Standards and Technology (NIST) has developed an
HIL testbed. NIST has also published a guide for implementation of
security in ICS [22]. The testbed utilizes Commercial-Off-The-Shelf
(COTS) control hardware as well as several simulation tools for
emulating realistic scenarios. For this particular application, the
HIL testbed is used for measuring the performance impact of cy-
bersecurity mechanisms on railway operations. The testbed uses
realistic ICS hardware as well as an integrated framework called
the Cyber Physical SystemsWind Tunnel (CPSWT) [8] [9] [11] [18]
that enables integrating large-scale heterogeneous simulations. The
HIL setup in the NIST testbed emulates a railroad crossing scenario.
It has a COTS Programmable Logic Controller (PLC), a commercial
industrial network switch, and two embedded sensors. The simula-
tion is hosted in a virtual machine that has an Ethernet connection
to the PLC. The PLC has a Controller Area Network (CAN) interface
to communicate with the embedded sensors. The CAN protocol
is used widely for ICS in the railroad and automotive industries.
Transmission Control Protocol (TCP) and Internet Protocol (IP) are
the standard protocols used in the worldwide internet. The HIL
testbed simulator communicates with the PLC through a TCP/IP
socket for sending commands to the PLC and receiving sensor
information. The PLC uses the sensor information to determine
the train location and speed at a crossing, then uses its output to
control the barrier and warning signal at the crossing. The barrier
control and warning signal in the testbed are represented by simple
analog outputs from the PLC. When an experiment is performed in
the simulator, the hardware is functioning in real-time instead of
simulation time, allowing for a more accurate representation of the
railway behavior in deployment environments. This setup allows
the researcher to evaluate any impact induced by the experiment
to the crossing.

In the past, we have focused our work on utilizing the CPSWT
simulation integration framework to evaluate the cybersecurity of
railway scenarios [9]. CPSWT takes advantage of the IEEE High
Level Architecture (HLA) standard [1] to integrate various domain-
specific simulators synchronously and analyze integrated simula-
tions with different system configurations and parameters in the
context of many different CPS experiments. This work takes a step
further by developing a cloud-based experiment manager to rapidly
develop and evaluate railway specific attack scenarios. Furthermore,
we have made our testbed setup more user friendly by utilizing
an open source simulator [21], allowing easier creation of trans-
portation scenarios from scratch. The next sections present the
architecture of our testbed and demonstrate its capabilities with
the use of a railway case study.

3 SYSTEM ARCHITECTURE
Railway transportation system is one of the nation’s critical infras-
tructure as a large number of people travel by trains as well as a
large amount of packages and goods are transported by the system.
A failure or attack in one of the components of the system can lead
to cascading failures in other parts of the system, which can quickly
result in substantial financial and human loss. This is the reason
why these are safety-critical systems. Therefore, evaluating these
systems for safety, reliability, and security in the presence of cyber
attacks is necessary.

However, these systems are highly complex with many different
types of components that work together. For example, the trains,
its engine, train tracks, track signals and switches are physical
components that are key part of these systems. There are also com-
putational components such as sensors and controllers that make
the train operations possible. In addition, there are many commu-
nication networks and devices that form the cyber communication
network topology of railway systems. Moreover, humans are inte-
gral part of all of its operations and workflows. Therefore, a holistic
evaluation of these systems requires one to integrate simulators of
each of these parts of the system so that overall system-of-systems
(SoS) level studies can be conducted. Fig. 1 shows the setup of our
testbed. As shown, the front-end provides a modeling environment
where users can design simulation studies and execute them using
web-based plugins that execute the simulations in the backend.
Additionally, the hardware devices connected to the testbed can
be used for attacks and effects more practically and realistically
realizable in the real hardware.

There are three main components in our simulation framework:
Experiment Controller, Simulation Backend, and Simulation Analyzer.
The key aspects for analyzing railway systems in our simulation
platform include: the development of simulation experiments, sci-
entific design for resilience, ensuring security and resilience amidst
sophisticated real-world attacks, and the use of operational quanti-
tative metrics for analysis. Thus, various approaches for securing
the railway infrastructure can be objectively compared. Fig. 2 shows
the three components of our framework and the sub-sections below
describe them in detail.

3.1 Experiment Controller
The Experiment Controller (EC) serves as the main orchestrator of
experiments. It allows for designing experiment scenarios including
modeling and deployment of cyber-attacks. For modeling purposes,
the EC uses a web-based graphical modeling environment (or We-
bGME) [26]. WebGME provides a metamodeling framework that
allows users to customize the experiment modeling language. In ad-
dition, WebGME provides a multi-user modeling environment with
change tracking and allows multiple designers to work on the same
model using a web-browser from different locations. Moreover, We-
bGME allows incorporating domain-specific plugins that enable
model interpretation, generation of executable artifacts such as
code, scripts, and configurations, and also execution of simulations
on the compute platforms (include cloud backends). Furthermore,
for analyzing the scenarios, the EC monitors the executed simula-
tions, collects the experiment results, and brings it on the front-end
for analysis and display tools.
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Figure 1: Railway Cybersecurity Evaluation Testbed Setup

Figure 2: Testbed Architecture

3.2 Simulation Backend
The Simulation Backend (SB) is responsible for providing the com-
pute platform and the associated tools and methods for running
large-scale experiments. In the SB, we use an open-source simulator,
called Veins [21], for modeling and simulating the railway networks
and railway transportation as well as the railway infrastructure’s
cyber communication network. Internally, the Veins simulator is

composed of two separate simulators, viz. SUMO [16] for road trans-
portation simulation and OMNeT++ [23] for cyber communication
network simulation. With support for simulation experiments to
run in the cloud, multiple experiments could be executed at the
same time.
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3.2.1 Attack Library. An important feature of our framework is
that it comes with a reusable set of cyber-attacks that can be con-
figured and utilized in different experiment scenarios. These cyber-
attacks are packaged in the form of an attack library. For implemen-
tation of the cyber-attacks in the library, we extended the Veins
V2X communication module for attack specific source-code and for
parameterization of the attacks according to requirements of dif-
ferent experiment scenarios. Currently, we support incorporating
denial of service (DOS), integrity, corruption, and delay attacks on
railway nodes in simulation, while distributed-DOS (DDOS) attacks
can be implemented on the integrated hardware nodes.

3.2.2 HIL Testbed. In order to test for attacks that be deployed only
in the hardware, such as DDOS, large amount of network traffic,
or attacks exploiting vulnerabilities in the hardware, we integrated
our HIL testbed with the simulation framework to provide a rich
experimentation environment. The attack library described above
already contains such attacks. This environment enables analyzers
to develop scenarios where the components can either be simulated
in the software or emulated in the physical hardware. For example,
in the context of railway simulations, one can design the railway
network and transportation in the simulator and emulate railroad
signals and actuators in a realistic integrated hardware. Our testbed
is comprised of a cluster of multiple Beaglebone Black embedded
microcontroller boards running the Ubuntu 16.04 operating sys-
tems. Additionally, we support realistic communication protocols
by providing capabilities for 100 Mb/s Ethernet and 1 Mb/s CAN
bus with the open source ZeroMQ and SocketCAN libraries.

3.3 Simulation Analyzer
The Simulation Analyzer (SA) component in our framework enables
analysis of experiment results through integrated data capturing
and visualization tools. When the users execute the experiment
on the Simulation Backend, the experiment artifacts are generated
both while the simulation is running and once it has completed.
These artifacts are stored in a high-availability database using In-
fluxDB [3]. The SA has the ability to bring both types of artifacts
to the web-based experimentation front-end. In addition, we de-
veloped several analysis tools and a presentation dashboard using
Grafana [2]. The unique feature of SA is that the analyzed experi-
ment results can be plotted and visualized to the users in real-time.
This is accomplished by processing the artifacts as they get gener-
ated by the experiments and stored in the database and periodically
running the analysis tools on them. Additionally, after experiment
conclusion, final results are also plotted in a WebGME visualizer
integrated with the user development environment. Moreover, the
visualization tools also support comparing different domain-specific
experimentation scenarios. For example, one can use these features
to perform cyber-gaming experiments in the context of a particular
railway scenario by playing various combinations of cyber-attacks
against various security mechanisms.

3.3.1 Metrics Library. Domain-specific operational metrics [10]
are require computation logic that is specific to the domain as
well as the metric. However, many domain-specific aspects can
be modularized in a form that becomes reusable for calculating
different operational metrics. Our metrics library provides a set of

customizable and extensible methods to enable incorporation of
newer operational metrics. We implemented this library by integrat-
ing a graphical modeling interface with a custom data acquisition
module that collects various generic component parameter values
from the simulation, and calculates system-level metrics utilizing
predefined formulas. As of this writing, we support railway domain
specific metrics including the average speed at which trains move
in the railway network, the average amount of fuel consumed by
the trains, amount of time trains spend waiting for signals to go
green, and total distance traveled by the trains. These metrics are
important to the railroad operators and serve as high-level system
metrics for the experiment. Key operational metrics are used to
help determine the health and efficiency of the railroad operation.
By evaluating these metrics, researchers can assess the impact to
the railroad system caused by each experiment or the cyber-attack
simulation.

3.3.2 Domain Specific Customization. In addition to collecting indi-
vidual simulation experiment metrics defined in the metrics library,
it is often necessary to utilize a more sophisticated interpretation
for gaining relevant insights. For example, a different unit of mea-
surement may be necessary, or a more descriptive statistic may be
developed through a combination of the smaller individual simula-
tion metrics. Our domain specific customization module supports
these efforts by providing the ability to define equations that relate
the respective data collected by the metrics library.

4 CASE STUDY
For demonstration purposes, we utilize a scenario based on the
Washington, D.C. Metro Railway System (see Fig. 3. This scenario
builds a railway network mirroring to a part of the Washington,
D.C. Metrol railway system coupled with signals (for stopping
trains on the tracks or letting them proceed) and control switches
(actuators for dynamically changing the tracks on which the trains
will proceed). These railway switches are mirroring the functions
of real-world railway junctions, where trains can be directed in
different directions depending on their programmed destinations.
The control of the actuator switches is determined by a control
program that is executed based on the wireless signals that the
approaching trains send to the control unit.

4.1 Attack Scenario
In this particular experiment, we focused on demonstrating the
framework features of both the simulation testbed as well as the
HIL testbed. For demonstrating cyber-attacks on the simulation, we
utilize an integrity attack from the attack library. In particular, the
integrity attack causes the railway switch to get incorrect messages
from the approaching trains, thereby causing the trains to go on
undesired tracks. Also, for demonstrating the cyber-attacks that
are realizable realistically only in the physical hardware, we use
the attack library’s HIL-specific attacks. In particular, the DDOS
attack is used to cause flood the network traffic destined to a spe-
cific railway signal controller. Consequently, the attacked railway
signal controller is overwhelmed with the messages that it needs to
process resulting in invalid or unchanged signal states. The result
of this is that the approaching trains get delayed until the railway
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Figure 3: Washington, D.C. Metro Railway Network

signal updates to a green light. The experiment results from this
scenario are described in the next subsection.

4.2 Results
To illustrate the results of our experimental scenario, we focus on
analyzing the path of an individual train traveling through the
Washington, DC metro network from Reston, VA to Greenbelt, MD.
Utilizing the metrics library within our experiment design inter-
face, we collect the following information: the average speed at
which trains move in the railway network, the average amount of
fuel consumed by the trains, amount of time trains spend waiting
for signals to go green, and total distance traveled by the trains.
Interestingly, the optimal path of the respective train is traveling
east on the silver line, transferring to the blue line and traveling
north of the inner city, and transferring to the green line to travel
north east to Greenbelt. The attack process disrupts the train route
through the following: the rail switch integrity attack results in
the train being routed to the blue line south direction versus the
optimal north route. As such, the train will have to travel around
the southern perimeter of the city. Furthermore, while transferring
to the green line, the DDOS attack on the corresponding rail signal
causes a significant delay before the transfer is completed. Fig-
ures 4, 5, 6, and 7 illustrate the respective speed, fuel consumption,
waiting time, and distance traveled for the train that experiences
the worst impact due to attacks. In the figures, the red colored lines
illustrate the train’s metrics with the attack scenario enabled, while
the blue colored line illustrates the train baseline scenario when
traveling on the optimal path. The rail signal delay can be observed
from approximately 9300 to 11000 seconds with the simulation. The
figures show that there is a significant drop in speed at this time,
the fuel consumption rate decreases as the train remains idle, and
the accumulated waiting time increases sharply. Furthermore, the
distance traveled metrics clearly show that the attack was success-
ful as the train gets late in reaching its destination at Greenbelt
by 1500 seconds.

Figure 4: Speed

Figure 5: Fuel

Figure 6: Waiting Time
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Figure 7: Distance

5 RELATEDWORK
With the significant increase in the utilization of digital technologies
in the railway domain, including the European Railway Traffic
Management System (ERTMS), is becoming more susceptible than
ever to cyber-attacks [17]. The physical consequences of railway
failures have been very publicly demonstrated in explosion-based
attacks [24], as well as infrastructure failures [27]. Additionally,
there has been much concern about the possibility of utilizing
railway software for terrorist activities, serving as a prime vector
to inflicting maximum damage to patrons who are not prepared
for cyber-attacks [19]. As such, it is crucial to incorporate security
and resilience requirements right from the design time, thereby
maximizing trust in the safety of operations on their deployment
into the field [14].

There has been increasing research in the railway industry focus-
ing on the CPS perspective [20] including communication security,
actuation safety [7], and train operator authentication [6]. Addi-
tionally, there has been a large amount of interest in the academic
community in creating simulation testbeds for analyzing safety-
critical CPS for security, safety, and resilience in the presence of
cyber-attacks. The goal is to maintain predictable and safe oper-
ation during all scenarios, including when the system is under
attack [5]. These frameworks have ranged from risk assessment
tools [4], integrated simulation environments [8] [11], as well as
transportation-specific attacker-defender modeling interfaces [15].
Additionally, the WebGMEmeta-modeling toolsuite has been a pop-
ular graphical user environment for easily and rapidly controlling
CPS simulations [13].

6 CONCLUSION
In present day society, transportation is becoming more intercon-
nected with the use of embedded devices for computation and
control and wireless networking for communication. Railway is no
exception, essentially becoming a computer on tracks. Even though
there are significant benefits, including cost savings and an increase
in travel efficiency, the introduction of electronic components and
remote interfaces creates a significant avenue for attacker exploita-
tion. With the safety-critical actuation of trains, locking down data

from exfiltration is no longer enough as the railway operations also
need to be maintained safely on a continual basis. A failure in this
effort can lead to devastating consequences including high-speed
train crashes, hazardous leaks of laboratory compounds or gasoline,
and even loss of human life.

In this researchwork, we have illustrated a railway infrastructure
experimentation platform, that can leverage cloud backend for large-
scale computations, and that allows users to rapidly develop cyber-
attack scenarios against train software to evaluate the resulting
physical behavior. The goal of this approach is to allow railway
designers to test the safety of algorithms and infrastructure well
before deployment, providing trust in defense protections once in
the field.

We developed three key components in our simulation frame-
work, viz. the Experiment Controller, the Simulation Backend, and
the Simulation Analyzer. The Simulation Backend provides the abil-
ity to evaluate railway infrastructure components in a simulation
environment using the Veins simulator. Additionally, an integrated
HIL testbed allows the users to emulate software on embedded
microcontrollers similar to deployment environments. This allows
for creating a realistic environment for getting a sense of the full
spectrum of possible cyber-attack reactions, allowing for designers
to have a more accurate sense of prioritizing the most critical vul-
nerabilities and attack vectors to protect against. Our Experiment
Controller provides a graphical modeling environment for design-
ing experiment scenarios including modeling and deployment of
cyber-attacks. Further, we evaluated our platform with a case study
of the Washington, DC metro network, where we captured domain-
specific operational metrics as they were being generated, thereby
validating our experimental design approach. We demonstrate the
Simulation Analyzer that enables analysis of experiment results
through integrated data capturing and visualization tools.

Further ahead, we plan to continue to extend our testbed for ap-
plying it to other transportation applications, including self-driving
vehicles, and for enriching the re-configurable model libraries with
more cyber-attacks and security solutions.
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