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Abstract—In this article, we study resilient distributed diffusion
for multi-task estimation in the presence of adversaries where net-
worked agents must estimate distinct but correlated states of inter-
est by processing streaming data. We show that in general diffusion
strategies are not resilient to malicious agents that do not adhere to
the diffusion-based information processing rules. In particular, by
exploiting the adaptive weights used for diffusing information, we
develop time-dependent attack models that drive normal agents to
converge to states selected by the attacker. We show that an attacker
that has complete knowledge of the system can always drive its
targeted agents to its desired estimates. Moreover, an attacker
that does not have complete knowledge of the system including
streaming data of targeted agents or the parameters they use in
diffusion algorithms, can still be successful in deploying an attack
by approximating the needed information. The attack models can
be used for both stationary and non-stationary state estimation. In
addition, we present and analyze a resilient distributed diffusion
algorithm that is resilient to any data falsification attack in which
the number of compromised agents in the local neighborhood
of a normal agent is bounded. The proposed algorithm guaran-
tees that all normal agents converge to their true target states if
appropriate parameters are selected. We also analyze trade-off
between the resilience of distributed diffusion and its performance
in terms of steady-state mean-square-deviation (MSD) from the
correct estimates. Finally, we evaluate the proposed attack models
and resilient distributed diffusion algorithm using stationary and
non-stationary multi-target localization.

Index Terms—Resilient diffusion, multi-task estimation,
network topology, adaptive systems.

I. INTRODUCTION

D IFFUSION Least-Mean Squares (DLMS) is a power-
ful algorithm for distributed state estimation [2]. It

enables networked agents to interact with neighbors to pro-
cess streaming data and diffuse information across the net-
work to perform the estimation tasks. Compared to a central-
ized approach, distributed diffusion offers multiple advantages
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including robustness to drifts in the statistical properties of the
data, scalability, reliance on local data, and fast response among
others. Applications of distributed diffusion include spectrum
sensing in cognitive networks [3], target localization [4], dis-
tributed clustering [5], and biologically inspired designs for
mobile networks [6].

Diffusion strategies are known to be robust to node and link
failures as well as to high noise levels [7]–[10]. However, it is
possible that a single adversarial agent that does not update its
estimates according to the diffusion-based information process-
ing rules, for instance by retaining a fixed value throughout, can
fail other agents to converge to their true estimates. Resilience of
diffusion-based distributed algorithms in the presence of such
fixed-value Byzantine attacks has been studied in [2], [5]. A
general approach to counteract such attacks is to allow agents to
fuse information collected from other agents in local neighbor-
hoods using adaptive weights instead of fixed ones. By doing
so, only neighbors estimating a similar state will be assigned
large weights so as to eliminate the influence of a fixed-value
Byzantine adversary.

In this paper, we consider distributed diffusion for multi-task
estimation where networked agents must estimate distinct, but
correlated states of interest by processing streaming data. Agents
use adaptive weights when diffusing information with neighbors
since adaptive weights have been successfully applied to multi-
task distributed estimation problems. However, we are interested
in understanding if adaptive weights introduce vulnerabilities
that can be exploited by Byzantine adversaries. The first problem
we consider is to analyze if it is possible for an attacker to
compromise a node, and make other nodes in its neighborhood
converge to a state selected by the attacker. Then, we consider
a network attack and determine a minimum set of nodes to
compromise to make all nodes within the network converge to
attacker’s desired state.

We assume a strong attack model, that is, the attacker has
complete knowledge of the network topology, streaming data of
targeted agents and their parameters used in the diffusion algo-
rithm. A strong attacker can know the topology by monitoring
the network, streaming data of agents by stealthily compromis-
ing their sensors/controllers and establishing backdoor channels,
and diffusion parameters by doing reverse engineering. We
note that having complete knowledge is a strong assumption,
however, it is common to assume a strong attacker with complete
knowledge of the system to examine the resilience of distributed
networks [11]–[15]. In addition to this strong attack model,
we also consider a weak attack model in which the attacker
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has no knowledge of streaming data of targeted agents or their
parameters. We show that such an attacker can also be successful
in preventing normal agents from converging to true estimates
by approximating their states.

As a result, we show that DLMS, which was considered to
be resilient against Byzantine agents by itself ([2], [5], [8]),
is in fact, not resilient. A Byzantine agent sharing incorrect
estimates whose values are not fixed and change over time
(time-dependent Byzantine attack) can manipulate the normal
agents to converge to incorrect estimates. On the one hand,
adaptive weights improve the resilience of diffusion algorithms
to fixed-value Byzantine attacks, but on the other hand, intro-
duce vulnerabilities that can be exploited by time-dependent
attacks. We analyze this issue in detail and propose a resilient
diffusion algorithm that ensures that normal agents converge
to true final estimates in the presence of any data falsification
attack. The main contributions of the paper are summarized
below:
� By exploiting the adaptive weights, we develop attack mod-

els that drive normal agents to converge to states selected
by an attacker. The attack models can be used to deceive
a specific node or the entire network and are applicable
to both stationary and non-stationary state estimation. Al-
though the attack models are based on a strong knowledge
of the system, we also show that the attack can succeed
without such knowledge.

� We propose a resilient distributed diffusion algorithm pa-
rameterized by a positive integer F . We show that if there
are at most F compromised agents in the neighborhood
of a normal agent, then the algorithm guarantees that
normal agents converge to their actual goal states under
any data falsification attack. If the parameter F selected by
the normal agents is large, the resilient distributed diffu-
sion algorithm degenerates to non-cooperative estimation.
Thus, we also analyze trade-off between the resilience of
distributed diffusion and its performance degradation in
terms of the steady-state MSD.

� We evaluate the proposed attack models for both strong
and weak attacks and the resilient distributed diffusion
algorithm using both stationary and non-stationary multi-
target localization. The simulation results are consistent
with our theoretical analysis and show that the approach
provides resilience to attacks while incurring performance
degradation which depends on the assumption about the
number of compromised agents.

The rest of the paper is organized as follows: Section II
briefly introduces distributed diffusion. Section III presents the
attack and resilient distributed diffusion problems. Sections IV
and V discuss single node attack and network attack models
respectively. Section VI presents and analyzes the resilient dis-
tributed diffusion algorithm. Section VII provides simulation
results evaluating our approaches with multi-target localization.
Section VIII discusses and evaluates the attack model that does
not require complete knowledge of the system. Section IX gives
a brief overview of the related work and Section X concludes
the paper.

II. PRELIMINARIES

We use normal and boldface fonts to denote deterministic
and random variables respectively. The superscript (·)∗ de-
notes complex conjugation for scalars and complex-conjugate
transposition for matrices, E{·} denotes expectation, and ‖ · ‖
denotes the Euclidean norm of a vector.

Consider a network of N (static) agents,1 in which an undi-
rected edge (or a link) between two agents indicates that they
share information and are neighbors of each other. The neigh-
borhood of an agent k, denoted by Nk is the set of neighbors of
k, including the agent k itself. At each iteration i, agent k has
access to a scalar measurement dk(i) and a regression vector
uk,i of size M with zero-mean and uniform covariance matrix
Ru,k � E{u∗

k,iuk,i} > 0, which are related via a linear model
of the following form:

dk(i) = uk,iw
0
k + vk(i),

where vk(i) represents a zero-mean i.i.d. additive noise with
variance σ2

v,k and w0
k denotes the unknown M × 1 state vector

of agent k.
The objective of each agent is to estimatew0

k from (streaming)
data {dk(i),uk,i} (k = 1, 2, . . . , N, i ≥ 0). The objective state
can be static or dynamic and we represent it as w0

k or w0
k,i

respectively. For simplicity, we use w0
k to denote the objective

state in both the static and dynamic cases.
The state w0

k can be computed as the the unique minimizer of
the following cost function:

Jk(w) � E{‖dk(i)− uk,iw‖2}. (1)

An elegant adaptive solution for determining w0
k is the least-

mean-squares (LMS) filter [2], where each agent k computes
successive estimators of w0

k without cooperation (noncoopera-
tive LMS) as follows:

wk,i = wk,i−1 + μku
∗
k,i[dk(i)− uk,iwk,i−1],

where μk > 0 is the step size (can be identical or distinct across
agents).

Compared to noncooperative LMS, diffusion strategies intro-
duce an aggregation step that incorporates information gathered
from the neighboring agents into the adaptation mechanism.
One powerful diffusion scheme is adapt-then-combine (ATC)
[2] which optimizes the solution in a distributed and adaptive
way using the following update:

ψk,i=wk,i−1 + μku
∗
k,i[dk(i)−uk,iwk,i−1] (adaptation) (2)

wk,i =
∑

l∈Nk

alk(i)ψl,i, (combination) (3)

wherealk(i) represents the weight assigned to agent l from agent
k that is used to scale the data it receives from l, and the weights
satisfy the following constraints:

alk(i) ≥ 0,
∑

l∈Nk

alk(i) = 1, alk(i) = 0 if l �∈ Nk. (4)

1We use the terms agent and node interchangeably.
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Here the intermediate state ψk,i (obtained by the adaptation
step) is shared among neighboring agents and a combination of
neighbors’ intermediate states contribute to the current estimate
wk,i of agent k.

In the case where agents estimate a common state w0 (i.e.,
w0

k is same for every k), several fixed combination rules
can be adopted such as Laplacian, Metropolis, averaging, and
maximum-degree [16]. In the case of multiple tasks, agents are
pursuing distinct but correlated objectives w0

k. In this case, the
combination rules mentioned above are not applicable because
they simply combine the estimation of all neighbors without
distinguishing if the neighbors are pursuing the same objective.
An agent estimating a different state will prevent its neighbors
from estimating the state of interest.

Diffusion LMS (DLMS) has been extended for multi-task
networks in [5] using the following adaptive weights:

alk(i) =

⎧
⎨

⎩

γ−2
lk (i)

∑
m∈Nk

γ−2
mk(i)

, l ∈ Nk

0, otherwise.
(5)

where γ2
lk(i) = (1− νk)γ

2
lk(i− 1) + νk‖ψl,i −wk,i−1‖2 and

νk is a positive step size known as the forgetting factor. This
update enables agents to continuously learn about the neighbors
agents should cooperate with. During the estimation task, agents
pursuing different objectives will continuously assign smaller
weights to each other according to (5). Once the weights be-
come negligible, communication links between agents do not
contribute to the estimation task. Consequently, as the estimation
proceeds, only the agents estimating the same state cooperate.

DLMS with adaptive weights (DLMSAW) outperforms the
noncooperative LMS as measured by the steady-state mean-
square-deviation performance (MSD) [2]. For sufficiently small
step-sizes, the network performance of noncooperative LMS is
defined as the average steady-state MSD level among agents:

MSDncop � lim
i→∞

1

N

N∑

k=1

E‖w̃k,i‖2 ≈ μM

2
·
(

1

N

N∑

k=1

σ2
v,k

)
,

where w̃k,i � w0
k −wk,i and M is the size of regression vector

uk,i. The network MSD performance of the diffusion network
(as well as the MSD performance of a normal agent in the
diffusion network) can be approximated by

MSDk ≈ MSDdiff ≈ μM

2
· 1

N
·
(

1

N

N∑

k=1

σ2
v,k

)
. (6)

In [2], it is shown that MSDdiff =
1
N MSDncop, which demon-

strates an N -fold improvement of MSD performance.

III. PROBLEM FORMULATION

Diffusion strategies have been shown to be robust to node
and link failures as well as to nodes or links with high noise
levels [8], [9]. In this paper, we are interested in understanding
if the adaptive weights introduce vulnerabilities in the case a
subset of nodes within the network is compromised by a cyber
attack. In this direction, first we analyze if it is possible for an
attacker who has compromised a node k to make nodes in Nk

converge to a state selected by the attacker. Second, we consider
a network attack model in which we determine a minimum set
of nodes to compromise to make the entire network converge to
states selected by the attacker. Finally, we formulate the resilient
distributed diffusion problem that guarantees that normal agents
are not driven to the attackers’ desired states, and continue
the normal operation with the cooperation among neighbors
possibly with a degraded performance.

A. Single Node Attack Model

We consider false data injection attacks deployed by a strong
attacker that has complete knowledge of the system. In particu-
lar, we assume the following for the strong attack.

Assumption 1: A strong attacker knows the topology of the
network, the streaming data of targeted agents and the diffusion
algorithm parameters they use, such as μk.

To examine the resilience of distributed networks, it is com-
mon to assume a strong attack with full knowledge of the system,
for instance, Byzantine attackers having a complete knowledge
of the system are considered in [11]–[15]. However, we also
consider a weak attack model in Section VIII in which an attacker
has no knowledge of agents’ parameters and has no access to
their streaming data. Compromised nodes are assumed to be
Byzantine in the sense that they can send arbitrary messages to
their neighbors, and can also send different messages to different
neighbors.

The objective of the attacker is to drive the normal nodes to
converge to a specific state. We assume a compromised node a
wants agent k to converge to state

wa
k,i =

{
wa

k , for stationary estimation

wa
k + θak,i, for non-stationary estimation.

This is equivalent to minimizing the objective function of the
following form:

min
wk,i

lim
i→∞

G(wk,i), wa
k,i ∈ Dw,k, (7)

where

G(wk,i) = ‖wk,i − wa
k,i‖2,

and Dw,k is the domain of state wk,i.
Another objective of the attacker can be to delay the conver-

gence time of the normal agents. We observe that if the com-
promised node can make its neighbors to converge to a selected
state, it can keep changing this state before normal neighbors
converge. By doing so, normal neighbors of the attacked node
will never converge to a fixed state. Thus, the attacker can achieve
its goal to prolong the convergence time of normal neighbors.
For that reason, we focus on the attack model based on objective
(7).

B. Network Attack Model

If the attacker has a specific target node that she wants to
attack and make it converge to a specific state, the attacker can
compromise any neighbor of this node to achieve the objective.
In the case the attacker wants to compromise the entire network
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and drive the multi-task estimation to specific states, she needs
to determine a minimum set of nodes to compromise such that
every normal node in the network can be driven to an incorrect
estimate. Computing such a minimum set directly depends on
the underlying structure, and can be formulated as minimum
dominating set problem in graphs as discussed in Section V.

C. Resilient Distributed Diffusion

Distributed diffusion is said to be resilient if

lim
i→∞

wk,i = w0
k. (8)

for all normal agents k in the network which ensures that all the
noncompromised nodes converge to the true state.

We note that if agents do not cooperate or interact with
each other at all, such as in the non-cooperative diffusion, then
adversary cannot impact agents’ estimates. So, non-cooperative
diffusion is resilient in this sense. At the same time, agents are
also unable to utilize the information from other agents aiming
to achieve the similar objective. Consequently, the steady-state
MSD as result of non-cooperative diffusion can be quite large.
Here, our objective is to design a resilient diffusion algorithm
that guarantees convergence to the true estimates in the presence
of adversary and also results in smaller MSD (as compared to
the non-cooperative diffusion) by leveraging cooperation and
information exchange between agents. We assume that in the
neighborhood of a normal node, there could be at most F
compromised nodes [11]. Assuming bounds on the number of
adversaries is typical for the resiliency analysis of distributed
algorithms, and our resilient algorithm is also based on this
assumption.

IV. SINGLE NODE ATTACK DESIGN

We design a strong attack in which the attacker drives the
targeted node k to converge to a wrong estimate wa

k,i by
making k follow a desired trajectory defined using stochastic
gradient descent. The attacker’s goal is to ensure that k, which
implements adaptive-then-combine LMS, actually updates its
estimates according to the stochastic gradient descent defined
by the attacker. Thus, the main task is to determine conditions
under which adaptive-then-combine LMS of k guarantees the
convergence of k’s estimate to wa

k,i.
We summarize the conditions below and then analyze them

in detail in the rest of the section. Firstly, an attacker needs to
know the estimate of node k in the previous iteration. Lemma
1 shows that an attacker can obtain the estimate given node k’s
streaming data and parameters. Secondly, Node k should not
assign any weight to the messages from its non-attacked neigh-
bors. Lemma 2 ensures this objective. Finally, the magnitude
of the stochastic gradient descent update should be sufficiently
small. Details are given in Proposition 1.

A. Gradient-Based Attack Design

Here, we present an attack based on gradient-descent updates,
and in the next subsection, provide conditions under which the
attack is successful. For stationary estimation, the following

gradient-descent update with a sufficient small step size μa
k at

the ith iteration is sufficient to achieve the objective in (7):

wk,i = wk,i−1 − μa
k∇wG(wk,i−1)

= wk,i−1 − rak(wk,i−1 − wa
k,i), (9)

where rak = 2μa
k is a non-negative step size (that can also be

time-varying). For non-stationary estimation, the form is slightly
different and it is described by2

wk,i = wk,i−1 − rak(wk,i−1 − xi), (10)

where

xi =

{
wa

k , for stationary estimation

wa
k + θak,i−1 +

Δθa
k,i−1

rak,i
, for non-stationary estimation

with Δθak,i = θak,i+1 − θak,i. And the diffusion estimate of k is

wk,i =
∑

l∈Nk

alk(i)ψl,i =
∑

l∈Nk\a
alk(i)ψl,i + aak(i)ψa,i.

It is sufficient to achieve the attack objective (7) if the attacker
could make the estimate of k follow the gradient-descent trajec-
tory, i.e.,
∑

l∈Nk\a
alk(i)ψl,i + aak(i)ψa,i=wk,i−1 − rak(wk,i−1 − wa

k,i).

(11)
Since ψl,i = wl,i−1 + μlu

∗
l,i[dl(i)− ul,iwl,i−1] is a random

variable that is not controlled by the attacker, the attacker should
eliminate the influence of ψl,i for l ∈ Nk, l �= a. Sufficient
conditions to hold (11), and thus to achieve the attack objective
are as follows:

ψa,i = wk,i−1 − rak(wk,i−1 − xi) (12)

and

alk(i) → 0, ∀l ∈ Nk, l �= a, and aak(i) → 1. (13)

That is, the attacker uses the exchanging message ψk,i as indi-
cated in (12) and the targeted node k updates its estimate based
only on ψk,i. ψk,i is computed given the knowledge ofwk,i−1,
that can be obtained by the attacker given Lemma 1.

Lemma 1:3 If a compromised node a has a knowledge of
node k’s streaming data {dk(i),uk,i} and the parameter μk,
then it can compute wk,i−1.

Next, we see that by carefully designing ψa,i as explained in
Lemma 2, conditions in (13) are satisfied.

Lemma 2: If the attacker sends the message ψa,i satisfying
‖ψa,i −wk,i−1‖ � ‖ψl,i −wk,i−1‖, ∀l ∈ Nk, l �= a,∀i, then
(13) will be true.

B. Sufficient Conditions and Convergence Analysis

Here, using results from the previous subsection, we present
conditions that guarantee a successful attack. A direct conse-
quence of Lemma 2 is that we could replace the condition

2See proof of Proposition 1 in the Appendix.
3The proofs can be found in the Appendix.
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in (13) by ‖ψa,i −wk,i−1‖ � ‖ψl,i −wk,i−1‖, ∀l ∈ Nk, l �=
a, ∀i. At the same time, from (12), we get

‖ψa,i −wk,i−1‖ = ‖rak(wk,i−1 − xi)‖.
Therefore, a sufficient condition to achieve the attack objective
can be rewritten as

ψa,i = wk,i−1 − rak(wk,i−1 − xi),

s.t. ‖rak(wk,i−1 − xi)‖ � ‖ψl,i −wk,i−1‖.
(14)

Thus, the attacker has to select a sufficiently small value of rak
to make (14) true. Note that even though rak = 0 is sufficient for
(14), it renders the gradient of (9) zero and as a result no progress
is made towards convergence to wa

k,i. Also note that to use (14),
it is assumed that the communication message ψl,i from every
l ∈ Nk is known by the attacker, which can be achieved by
intercepting the message. In practice, a sufficiently small value
of rak guarantees that the condition holds. The attacker can select
a small rak and observe if the attack succeeds; if not, decrease
rak to find an appropriate value. It is also worth noting that for a
fixed value of rak , (14) may not hold for some iteration i because
of the randomness of variables. Yet we can always set rak = 0
for such iterations i (no progress at the current point). However,
in practice, the attack succeeds by using a small fixed value
of rak > 0 since estimation is robust to infrequent small values
of ‖ψl,i −wk,i−1‖ caused by randomness given the smoothing
property of the adaptive weight.

Next, we argue that (14) is sufficient to achieve the attack
objective. We summarize the above discussion in Proposition 1
and include a detailed proof in Appendix.

Proposition 1: If rak > 0 is selected such that ∀l ∈ Nk ∩ l �=
a, ∀i ≥ ia, ‖rak(wk,i−1 − xi)‖ � ‖ψl,i −wk,i−1‖, then the
compromised node a can realize the objective (7) by usingψa,i

described in (12) as the communication message with k.
Next, we discuss the convergence time of attack. Note that as

i → ∞,4

lim
i→∞

(1− rak)
i = 0.

In practice, when the left side of the above equation is smaller
than a certain small value ε, that is,

(1− rak)
iac (ε) ≤ ε,

we consider that the convergence to the desired state is achieved.
Moreover, time required to reach the desired state is denoted by
iac (ε), and is computed as

iac (ε) =
log ε

log(1− rak)
. (15)

It is also worth mentioning that it is not necessary to start the
attack at the beginning of the diffusion task in order to guarantee
the convergence of the attack. In other words, the attack can start
at any time even after the diffusion algorithm has converged to
its correct target as long as the condition in Proposition 1 is
satisfied.

4Refer to equation (26) in the Appendix.

V. NETWORK ATTACK DESIGN

In this section, we consider the case when multiple nodes
are compromised using the attack model presented above. Our
objective is to determine the minimum set of nodes to compro-
mise in order to attack the entire network. For this, we show:
(1) It is not necessary for the attacker to compromise multiple
compromised nodes in order to attack a single node and (2)
it is not possible for a compromised node to influence nodes,
that is, make such nodes not converge to the desired states, that
are not its immediate neighbors. Therefore, the minimum set to
compromise is simply a minimum dominating set of the network,
which we explain later in the section.

A. Impact of Compromised Nodes on Normal Nodes

In this subsection, first we discuss the impact of multiple
compromised nodes attacking a single normal node, and then
analyze the impact a compromised node can have beyond its
immediate neighbors.

Lemma 3: If the compromised nodes send identical message
as proposed in (12), then multiple compromised nodes attack-
ing one normal node is equivalent to one compromised node
attacking the normal node.

The next problem to consider is if a compromised node could
indirectly impact its neighbors’ neighbors that at the same time
are not the neighbors of the attacker a. To illustrate this, we
consider an attacker node a, a normal node l, and a large clique5

of normal nodes C such that each node in a clique is connected
to both a and l, and there is no edge between nodes a and l.

Using the proposed attack model, a is able to drive every node
in the clique to converge to its selected state. We are interested
in finding if the normal node l, that is connected to the clique,
is also affected by the attack. The state of l is obtained by

wl,i =
∑

k∈C
akl(i)ψk,i + all(i)ψl,i

=
∑

k∈C
akl(i)(wk,i−1 + μku

∗
k,i[dk(i)− uk,iwk,i−1])

+ all(i)(wl,i−1 + μlu
∗
l,i[dl(i)− ul,iwl,i−1]). (16)

We use Rk,i to denote the random variable μku
∗
k,i[dk(i)−

uk,iwk,i−1] for k in the clique andRl,i to denote μlu
∗
l,i[dl(i)−

ul,iwl,i−1] for normal node l. Suppose the compromised node
a could affect nodes beyond its neighborhood, from some point
i,wk,i converges to wa

k andwl,i converges to wa
l (assume both

wa
k �= w0

k and wa
l �= w0

l ).
Thus, (16) turns into:

wa
l =

∑

k∈C
akl(i)(w

a
k +Rk,i)+

(
1−

∑

k∈C
akl(i)

)
(wa

l +Rl,i)

=
∑

k∈C
akl(i)(w

a
k − wa

l +Rk,i −Rl,i)+wa
l +Rl,i. (17)

5Every node is connected to every other node in a clique.
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After inserting constants and random variables, (17) can be
written as

∑

k∈C
akl(i)(w

a
l − wa

k)=
∑

k∈C
akl(i)Rk,i+

(
1−
∑

k∈C
akl(i)

)
Rl,i.

(18)

Here, (wa
k − wa

l ) is a constant and alk(i) changes slowly and
can be considered as a constant that does not change within a
small period of time. Then, (18) implies a constant equals to
a random variable, which does not hold except that both sides
equal to zero. For the left side, that is when

∑
k∈C akl(i) → 0

or (wa
l − wa

k) → 0. Consider, when (wa
l − wa

k) → 0, that is,
wa

l → wa
k . In such cases,

Rl,i = μlu
∗
l,i[dl(i)− ul,iwl,i−1]

= μlu
∗
l,i[ul,iw

0
l + vl(i)− ul,iw

a
l ]

= μlu
∗
l,i[ul,i(w

0
l − wa

l ) + vl(i)] �= 0.

So is Rk,i. Therefore, equation (18) does not hold under the
condition (wa

l − wa
k) → 0.

The other possible solution for equation (18) is when∑
k∈C akl(i) → 0. This means l does not assign any weight to

k ∈ C and operates by itself. In such cases, equation (18) holds
when the right side of the equation is zero. Since

∑
k∈C akl(i) →

0, the right side turns into Rl,i. We know when l converges to
its true objective state w0

l ,Rl,i is zero, i.e.,

Rl,i = μlu
∗
l,i[dl(i)− ul,iwl,i−1]

= μlu
∗
l,i[ul,iw

0
l + vl(i)− ul,iw

0
l ]

= μlu
∗
l,ivl(i) → 0.

Thus, equation (18) holds under two conditions: First,∑
k∈C akl(i) → 0, that is, l does not give any weight to k ∈ C.

Second, Rl,i → 0, that is, l converges to its true objective state
w0

l .
We note that the above two conditions indicate that l converges

to its original goal state and will not assign any weight to its
compromised neighbors under the above conditions. Based on
this discussion, we have Lemma 4.

Lemma 4: The attacker cannot change the convergence state
of the nodes that are not its immediate neighbors.

Next, we see how many compromised nodes are needed to
attack the entire network.

B. Minimum Set of Compromised Nodes to Attack the
Entire Network

Since it is not necessary to use more than one compromised
nodes to attack one single normal agent, and a compromised
node cannot affect nodes beyond its neighborhood, finding a
minimum set of nodes to compromise in order to attack the
entire network is equivalent to finding a minimum dominating
set of the network as defined below [17].

Definition 1: (Dominating set) A dominating set of a graph
G = (V,E) is a subset D of V such that every vertex not in D
is adjacent to at least one member of D.

Definition 2: (Minimum dominating set) A minimum domi-
nating set of a graph is a dominating set of the smallest size.

It should be noted that finding a minimum dominating set of a
network is an NP-complete problem but approximate solutions
using greedy approaches work well in practice (for instance,
see [17]). With the above discussion, we state the following:

Proposition 2: The compromised nodes need to form a dom-
inating set if the attacker wants every node in the network to
converge to its desired state.

Based on the above discussion, we observe that the above
condition is both necessary and sufficient.

VI. RESILIENT DISTRIBUTED DIFFUSION

In this section, we propose a resilient diffusion algorithm that
guarantees convergence of normal nodes to their actual states
if the number of compromised nodes in the neighborhood of
a normal node is bounded. The proposed algorithm takes a
non-negative integer F as an input parameter. If the number
of compromised nodes in the neighborhood of a normal node is
at most F , then the algorithm is resilient to any such attack. It is
obvious that selecting a large F value achieves a higher level of
resilience, while selectingF = 0means that the algorithm is not
resilient to any attack. However, there exists a trade-off between
the resilience and the steady-state MSD performance of the
algorithm, which we will analyze in detail. Since the proposed
algorithm is adapted from the known DLMSAW, we call it a
Resilient Diffusion Least Mean Square with Adaptive Weights
(R-DLMSAW). We also note that in contrast to the connectivity
requirements needed by resilient concensus problems [11], in
resilient diffusion, connectivity does not affect convergence, but
only the estimation performance measured by the steady-state
MSD.

Since our algorithm can achieve resilience to up to F com-
promised nodes, we assume that there can be at most F com-
promised nodes in the neighborhood of any node, which is also
referred to as the F -local model in [11]. Specifically, we define:

Definition 3: (F -local model) A node satisfies the F -local
model if there is at most F compromised nodes in its neighbor-
hood.

Definition 4: (F -local network) A network is considered to
satisfy the F -local model if every node in the network has at
most F compromised nodes in its neighborhood.

While the paper focuses on the F -local model, scenarios
involving bounds on the total number of compromised nodes
within the network (F -total model [11]) can also be analyzed
using a similar approach. Next, we describe our resilient diffu-
sion algorithm.

A. Resilient Diffusion Algorithm (R-DLMSAW)

In the context of distributed consensus, it is shown in [11] that
for Mean-Subsequence-Reduced (MSR) algorithms, that during
the state update phase, a node discards the values of neighbors
that are too far off from the node’s own value, resilience against
attacks can be achieved, that is, distributed consensus in the
presence of compromised nodes (F -local andF -total models) is
guaranteed. In distributed diffusion, we recall that a node updates
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its estimate by taking a weighted average of the estimates of all
of its neighbors (3). For resilient diffusion, we utilize a similar
idea as in [11], that is instead of considering the estimates of all
neighbors during the state update phase, only consider values
from a subset of neighbors sharing close estimates. We show
that this strategy guarantees convergence of normal nodes to
true estimates. Before outlining the resilient distributed diffusion
algorithm, we first explain the notion of the cost of a node.

Following (3), normal agent k follows diffusion dynamics
given by

wk,i =
∑

l∈Nk

alk(i)ψl,i.

Thus, the cost function in (1) in the ith iteration can be
written as:

Jk(wk,i) = Jk

(
∑

l∈Nk

alk(i)ψl,i

)

= E

{
‖dk(i)− uk,i

(
∑

l∈Nk

alk(i)ψl,i

)
‖2
}
.

Since
∑

l∈Nk
alk(i) = 1, we have

dk(i) =
∑

l∈Nk

alk(i)dk(i).

Thus,

Jk(wk,i) = E

{
‖
∑

l∈Nk

alk(i)dk(i)−
∑

l∈Nk

alk(i)uk,iψl,i‖2
}

= E

{
‖
∑

l∈Nk

alk(i)(dk(i)− uk,iψl,i)‖2
}

=
∑

l∈Nk

a2lk(i)E{‖dk(i)− uk,iψl,i‖2}

=
∑

l∈Nk

a2lk(i)Jk(ψl,i)

=

∑
l∈Nk

γ−4
lk (i)Jk(ψl,i)

[
∑

m∈Nk
γ−2
mk(i)]

2
. (19)

The goal of k is to minimize its cost at every iteration, i.e.,
to minimize Jk(wk,i) by discarding F neighbors’ message.
Therefore, the removal set Rk(i) of size F should be selected
by

Rk(i) = argmin Jk(wk,i)

= argmin

∑
l∈Nk\Rk(i)

γ−4
lk (i)Jk(ψl,i)

[
∑

m∈Nk\Rk(i)
γ−2
mk(i)]

2
.

We note that the algorithm presented here is a generalization
of the algorithm in [1] which is resilient to a specific type of
Byzantine attack and has a lower computational cost. In contrast,
the algorithm proposed in this work is resilient to any Byzantine
attack, but has a higher computational cost. Thus, there is a trade

off between the computation complexity of the algorithm and
the scope of attacks to which the algorithm is resilient.

To compute the costJk(ψl,i) = E‖dk(i)− uk,iψl,i‖2, agent
k has to store all the streaming data. Alternatively, we can
approximate Jk(ψl,i) using a moving average based on the
previous iterations.

Next, we outline the basic idea of the proposed resilient
distributed diffusion algorithm below, and present the details
of R-DLMSAW in Algorithm 1.

1) If F ≥ |Nk|, agent k updates its current state wk,i using
only its ownψk,i, which degenerates distributed diffusion
to non-cooperative LMS.

2) If F < |Nk|, at each iteration i, agent k computes
(|Nk |

F

)

possible removal sets, and selects the one by removing
which Jk(ψl,i) is minimized. Then, the agent updates
its current weight alk(i) and state wk,i without using
information from nodes in Rk(i).

We note that for F = 0, DLMSAW and R-DLMSAW are
essentially identical.

Proposition 3: If the network is a F -local network, then R-
DLMSAW is resilient to any message falsification attack.

Proof: Given the F -local model, we assume that there are
n ≤ F compromised nodes in the neighborhood of a normal
node k. In the case of F ≥ |Nk|, k updates its state without
using information from neighbors. Next, consider the case when
F < |Nk|. To deploy the attack, the attacker must try to make the
message it sends to the normal nodes not being discarded by the

Authorized licensed use limited to: Vanderbilt University Libraries. Downloaded on June 08,2020 at 20:54:22 UTC from IEEE Xplore.  Restrictions apply. 



8 IEEE TRANSACTIONS ON SIGNAL AND INFORMATION PROCESSING OVER NETWORKS, VOL. 6, 2020

normal nodes. This can only be achieved if the cost of keeping
the attacker’s message is smaller than keeping some normal
agents’ message (discarding the attacker’s message). Therefore,
any attack message not being discarded actually results in a
cost smaller than the normal case. Therefore, R-DLMSAW is
resilient to any message falsification attack. From the attacker’s
perspective, since its goal is to maximize cost Jk(wk,i), the
optimal strategy for the attacker is not to make this cost even
smaller. As a result, the information from the attacker will be
discarded.

Thus,

wk,i =
∑

l∈Nk\Rk(i)

alk(i)ψl,i,

meaning the algorithm performs the diffusion adaptation step as
if there were no compromised node in its neighborhood. Note
that messages from normal neighbors may also be discarded
since F may be greater than the number of compromised neigh-
bors. However, the distributed diffusion algorithm is robust to
node and link failures [8], and it converges to the true state
despite the links to some or all of its neighbors fail. Finally,
the algorithm will converge and equation (8) holds, showing the
resilience of R-DLMSAW. �

B. Trade-Off Between Resilience and MSD Performance

An important aspect of R-DLMSAW is the selection of pa-
rameter F by each normal node. On the one hand, selection of
a large F degrades the performance of the diffusion algorithm
as measured by the steady-state MSD, but on the other hand, a
smallerF might result in an algorithm that is not resilient against
attacks. In the following, we summarize the trade-off between
the steady-state MSD performance and resilience.

It is rather obvious that if a normal node selects F smaller
than the number of compromised nodes in its neighborhood,
then the messages from the compromised nodes might not be
discarded entirely during the state update phase of R-DLMSAW.
As a result, the algorithm might not be resilient against the
attack, and the normal node might eventually converge to the
attacker’s desired state. However, if F is selected too large,
then in the worst case, normal agents discard all the information
from their neighbors. The algorithm becomes a non-cooperative
diffusion algorithm and incurs an N -fold MSD performance
deterioration. Thus, the performance of R-DLMSAW lies some-
where in-between the cooperative diffusion and non-cooperative
diffusion depending on the choice of F selected.

Consider a connected network with N normal agents running
R-DLMSAW. Let σ2

v,k = {σ2
v,1, . . . , σ

2
v,N} be the noise vari-

ance. Suppose by selecting some F the network is resilient,
but is no longer a connected graph and is decomposed into
n connected sub-networks, each of which is denoted by Sj

where j ∈ {1, . . . , n}. Using (6), the steady-state MSD for each
sub-network is

MSDSj
≈ μM

2
· 1

(|Sj |)2
∑

k∈Sj

σ2
v,k,

where |Sj | is the number of nodes in jth sub-network. The
steady-state MSD for the overall network (consisting of sub-
networks) after running R-DLMSAW is the weighted average
of the steady-state MSD of the sub-networks, that is

MSDafter =
1

N

n∑

j=1

MSDSj
· |Sj | ≈ μM

2N
·

n∑

j=1

1

|Sj |
∑

k∈Sj

σ2
v,k.

At the same time, the steady-state MSD for the (original) con-
nected network before running R-DLMSAW is

MSDbefore ≈ μM

2
· 1

N2

N∑

k=1

σ2
v,k ≈ μM

2N
·

n∑

j=1

1

N

∑

k∈Sj

σ2
v,k.

The difference between the two is

MSDafter − MSDbefore =
μM

2N
·

n∑

j=1

(
1

|Sj | −
1

N

) ∑

k∈Sj

σ2
v,k.

We know that |sj | ≤ N . Therefore, 1
|Sj | − 1

N ≥ 0, meaning the
steady-state MSD of the network after running R-DLMSAW
is worse than the steady-state MSD of the original network,
and as the network is decomposed into more sub-networks,∑n

j=1(
1

|Sj | − 1
N ) and MSDafter becomes larger.

Therefore, it is crucial to select an appropriateF , that is a value
with which the algorithm is resilient against compromised nodes
and at the same time useful links between nodes are preserved. To
this end, a simple way to select F is to first estimatewncop,k,i by
a non-cooperative diffusion and compute Jk(wncop,k,i). Then,
starting with a small F , for instance F = 0, perform cooper-
ative diffusion and compute Jk(wcoop,k,i). If Jk(wcoop,k,i) >
Jk(wncop,k,i), it means that a compromised node is able to effect
the estimation, and therefore increaseF by 1. We keep repeating
this as long as Jk(wcoop,k,i) > Jk(wncop,k,i) is true.

VII. EVALUATION

In this section, we evaluate three algorithms, non-cooperative
diffusion, DLMSAW, and R-DLMSAW; and compare their per-
formance for no-attack and attack scenarios. We evaluate the
proposed attack model and resilient algorithms using the appli-
cation of multi-target localization [16], [18] for both stationary
and non-stationary targets.

We consider a network of N = 100 agents, in which each
agent’s objective is to estimate the unknown location of its target
of interest by the noisy observations of both the distance and the
direction vector towards the target. These agents and targets are
distributed in a plane. The location of agent k is denoted by
the two-dimensional vector pk = [xk, yk]

�, and similarly the
location of target is represented by the vector w0

k = [x0
k, y

0
k]

�.
Figure 1 illustrates how an agent estimates the location of the
target.

In Figure 1, the distance between agent k and the target
is denoted by r0k = ‖w0

k − pk‖, and the unit direction vector

from agent k to the target is u0
k =

(w0
k−pk)

�

‖w0
k−pk‖ . Therefore, the

relationship holds such that r0k = u0
k(w

0
k − pk). Since agents

have only noisy observations {rk(i),uk,i} of the distance and
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Fig. 1. Illustration of target localization.

direction vector at every iteration i, we get the following:

rk(i) = uk,i(w
0
k − pk) + vk(i).

If we use the adjusted signal dk(i), such that

dk(i) = rk(i) + uk,ipk,

then we derive the following linear model for variables
{dk(i),uk,i} in order to estimate the target w0

k:

dk(i) = uk,iw
0
k + vk(i).

As a result, agents can rely on DLMSAW algorithm for the
multi-target localization problem. Figure 2a shows the network
topology before the application of diffusion algorithms. For
better readability, we only illustrate the network topology of
agents without showing targets.

For stationary target localization, the location of the two
stationary targets are given by

w0
k =

{
[0.1, 0.1]�, for k depicted in blue

[0.9, 0.9]�, for k depicted in green

Non-stationary targets are given by

w0
k,i =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

[
0.1 + 0.1 cos(2πωi)

0.1 + 0.1 sin(2πωi)

]
, for k depicted in blue

[
0.9 + 0.1 cos(2πωi)

0.9 + 0.1 sin(2πωi)

]
, for k depicted in green

where ω = 1
2000 .

Regression data is white Gaussian with diagonal covariance
matrices Ru,k = σ2

u,kIM with M = 2, σ2
u,k ∈ [0.8, 1.2] and

noise variance σ2
k ∈ [0.15, 0.2]. The step size of μk = 0.01 and

the forgetting factor νk = 0.01 are set uniformly across the
network. Note that we adopt a signal-to-noise ratio (SNR) of
5–10 dB in our setup. However, the same results are generated
if we choose low SNR values.

A. Strong Attacks

We consider the strong attack model discussed in Sections IV
and V. The attacker aims at making the normal agents estimate a
specific location selected by the attacker. In this evaluation, we
select the attacker’s targeted location to be wa

k = [0.5, 0.5]�,
and the attack parameters are selected uniformly across the
compromised agents as rak = 0.002. For non-stationary esti-
mation, we select θak,i = [0.1 cos(2πωai), 0.1 sin(2πωai)]

�,

Δθak,i = [−0.2πωa sin(2πωai), 0.2πωa cos(2πωai)]
�, where

ωa = 1
2000 . Figure 2b shows the network topology at the end of

the simulation using DLMSAW with no attack for both station-
ary and non-stationary tasks. If the weights between agents k and
l are such that alk(i) < 0.01 and akl(i) < 0.01, then we remove
the link between such nodes from the network. We observe that
only the links between agents estimating the same target are kept,
that is green nodes are connected with green nodes only, and
blue nodes are connected with only blue ones, thus, illustrating
the robustness of DLMSAW in multi-task networks. Figure 3a
and Figure 3b shows the estimation dynamics by DLMSAW
for the targets’ locations wk,i(1) and wk,i(2) for every agent
k and iteration i from 0 to 5000 under no attack. Here wk,i(1)
and wk,i(2) are the first and second element of the estimate
respectively, that iswk,i = [wk,i(1),wk,i(2)]

�. It is shown that
the two groups of nodes converge to their goal state.

Figure 2c shows the initial network topology with compro-
mised nodes. There are four compromised nodes (red nodes with
yellow centres) in the network. Figure 2d shows the network
topology at the end of DLMSAW in the case of a strong attack.
All red nodes are the normal agents converging to wa

k . We ob-
serve that neighbors of a compromised node communicate only
with the compromised node, and not with any other node in the
network. As a result, compromised nodes successfully drive all
of their neighbors to desired stateswa

k as discussed in Section V.
Figure 3c and Figure 3d shows the estimation dynamics by
DLMSAW for the targets’ location wk,i(1) and wk,i(2) for
every agent k and iteration from 0 to 5000 under attack. The
attacked nodes in the figure refer to the immediate neighbors
of the compromised nodes. It is shown that all the immediate
neighbors of compromised nodes are driven to converge to wa

k

whereas all the other normal nodes converge to their original
goal states.

Figure 4a shows the convergence of nodes under attack (sta-
tionary targets). We note at around 3000 iterations, the difference
between the average state of nodes under attack and the at-
tacker’s desired state wa

k becomes almost zero. This observation
is also consistent with the result in (15), as for i = 3000 and
rak = 0.002, the value of ε turns out to be 0.0025, which is indeed
quite small and indicates the convergence of node’s estimate
to wa

k .
Figure 4b shows the average state dynamics of nodes under

attack for non-stationary targets. Since states are changing over
time, we illustrate the dynamics of average states’ changing
with respect to the dynamics of attacker’s selected state, instead
of a convergence plot like 4a. Here, the X-coordinate denotes
the first element of the estimation vector, i.e., wk,i(1), and
Y -coordinate denotes the second, i.e., wk,i(2). At iteration 0,
the average state wk,i of the nodes under attack is different than
the attacker’s desired state wa

k,i. As the attack proceeds, wk,i

gradually converges towardswa
k,i, which shows the effectiveness

of attack for non-stationary state estimation.
Figure 5 shows the steady-state MSD performance of DLM-

SAW and non-cooperative LMS. We observe that under no
attack, cooperation indeed improves the steady-state MSD per-
formance of DLMSAW. However, in the case of an attack, the
steady-state MSD level of DLMSAW is quite high, whereas,
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Fig. 2. Network topologies in the case of DLMSAW algorithm.

Fig. 3. Estimation dynamics for stationary target localization by DLMSAW.

Fig. 4. Average state dynamics of compromised nodes neighbors (under strong
attack).

the steady-state MSD level of non-cooperative LMS is barely
affected by the attack.

B. Resilient Diffusion for Strong Attacks

To evaluate R-DLMSAW, we compute the costJk(ψl,i) using
the streaming data from the latest 100 iterations. We adopt
uniform F for every normal agent but it can be distinct for each
agent. R-DLMSAW behaves identically to DLMSAW at one
extreme, that is whenF = 0, and on the other extreme it behaves
like a non-cooperative LMS algorithm, that is for large F . We
consider the same initial network as in Figure 2a and consider an
attack consisting of four compromised nodes as previously. Note

Fig. 5. Steady-state MSD levels in non-cooperative LMS and DLMSAW
(under strong attack).

that there is at most one compromised node in the neighborhood
of a normal agent. Figure 6 shows network topologies after
executing R-DLMSAW for various values of F . Since there is
at most one compromised node in the neighborhood of a normal
agent, the selection of F = 1 should be sufficient to guarantee
that none of the normal nodes converge to attacker’s desired
states, which is indeed the case as indicated by the removal of
all links between normal and compromised nodes in Figure 6a.
As we increaseF , resilience against attack is certainly achieved,
but at the same time the network becomes sparser as illustrated in
Figures 6b and 6c. In the case of non-stationary state estimation,
the resulting network topologies are similar, and hence, are not
presented.
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Fig. 6. Network topologies at the end of R-DLMSAW under strong attack (stationary targets) for various values of F .

Fig. 7. Estimation dynamics for stationary target localization by R-DLMSAW under strong attack.

Fig. 8. A comparison of MSD performance of non-cooperative LMS, DLM-
SAW, and R-DLMSAW under strong attack.

Figure 7 shows the estimation dynamics by R-DLMSAW for
the targets’ location wk,i(1) and wk,i(2) for every agent k and
iteration i from 0 to 5000 under attack. The attacked nodes in
the figure refer to the immediate neighbors of the compromised
nodes. Since there is at most one compromised node in a normal
node’s neighborhood, setting F ≥ 1 will make R-DLMSAW
algorithm resilient to attacks, which is demonstrated by the
results from the figure. We also observe that by setting a smaller
F value, which is sufficient to make the algorithm resilient, we
achieve better estimation performance (F = 1 has less noise
than that of F = 5).

Figure 8 shows the steady-state MSD level of the network for
the three algorithms, that is, non-cooperative LMS, DLMSAW,
and R-DLMSAW. The simulation results validate claims in
Section VI. We observe that in the presence of compromised

nodes, DLMSAW performs the worst and has the highest steady-
state MSD. Since there is at most one compromised node in the
neighborhood of any normal node, the most appropriate value
of F for R-DLMSAW is 1. We note that the steady-state MSD is
indeed minimum for F = 1. As we increase F , the steady-state
MSD also increases. In fact, for F = 5, the performance of
R-DLMSAW and non-cooperative LMS is almost the same as
we expect.

VIII. WEAK ATTACKS

Though it is common to assume a strong attacker with com-
plete knowledge when examining the resilience of a distributed
system, it is interesting to examine what an attacker can do in
practise if all the information is not available. In this section,
we analyze how the attack can still be deployed on a normal
agent k without the assumption of a strong knowledge by the
attacker (streaming data and parameters used by k). We assume
that an attacker has access only to the intermediate estimates
shared by agents with others in their neighborhood. For instance,
if l ∈ Nk then agent k receives ψl,i from l and attacker also
has an access to it. We show that the other knowledge needed
by the attacker can actually be approximated in an alternative
way, and the success of the attack relies on how accurate this
information can be approximated. We refer to such an attack in
which attacker can only gather intermediate estimates and not
the other data (including streaming data and agent parameters)
as the weak attack.

The strong attack in (10) relies essentially on the knowledge of
wk,i−1, that is the estimated state of agent k in the last iteration.

Authorized licensed use limited to: Vanderbilt University Libraries. Downloaded on June 08,2020 at 20:54:22 UTC from IEEE Xplore.  Restrictions apply. 



12 IEEE TRANSACTIONS ON SIGNAL AND INFORMATION PROCESSING OVER NETWORKS, VOL. 6, 2020

If the attacker has complete knowledge, it can compute wk,i−1

exactly as Lemma 1 indicates. However, without such knowl-
edge, wk,i−1 can only be approximately computed. We note
that approximating wk,i−1 is equivalent to approximating the
weight matrix Ak(i) = [alk(i)], ∀l ∈ Nk. This is true because
wk,i =

∑
l∈Nk

alk(i)ψl,i, andψl,i is received by the attacker a
from l.

Next, we discuss how to compute the approximated weight
matrix Âk(i− 1) using only the information ψl,i, ∀l ∈ Nk.
Note that the adaptation step (2) of diffusion can be written
as,

ψk,i = wk,i−1 +∇k,i = Ak(i− 1)Ψk,i−1 +∇k,i.

where ∇k,i = μku
∗
k,i(dk(i)− uk,iwk,i−1), Ψk,i−1 is an

|Nk| ×M matrix Ψk,i−1 = [ψl,i−1], ∀l ∈ Nk. Thus,

∇k,i = ψk,i −Ak(i− 1)Ψk,i−1,

and therefore,

lim
i→∞

E{‖∇k,i‖2} = lim
i→∞

E{‖ψk,i −Ak(i− 1)Ψk,i−1‖2}.

Since limi→∞ E{‖∇k,i‖2} = 0, the value of Ak(i) can be ap-
proximated by assigning a cost function

	(Ak(i)) � E{‖ψk,i+1 −Ak(i)Ψk,i‖2},
where Ak(i) is the global minimizer of 	(Ak(i)) as i → ∞.
Next, we compute the successive estimators of the weight matrix
based on stochastic gradient descent method as follows:

Âk(i) = Âk(i− 1)− μ′
A∇A	(Âk(i− 1))

= Âk(i− 1) + μAΨk,i−1(ψk,i − Âk(i− 1)Ψk,i−1),
(20)

where μA = 1
2μ

′
A.

Also recall weight matrix Ak(i) has to satisfy the condition
(4). Thus, to make the adaptive approximation of weight matrix
hold condition (4), we introduce two more steps following (20),
that is the clip step and the normalization step. In the clip step,
the negative weights are clipped and are set to zero; and the in
the normalization step, weights are divided by their sum. The
operation for approximating weight matrix of a normal agent k
is summarized in Algorithm 2.

We then approximate normal agent k’s estimated state by

ŵk,i = Âk(i)Ψk,i,

Fig. 9. Network topologies at the end of simulation under weak attack.

Fig. 10. Sate estimation precision.

and use ŵk,i instead of wk,i. The attack model in (10) then
becomes

ψa,i = ŵk,i−1 + rak(xi − ŵk,i−1). (21)

Note that the sufficient condition listed in Proposition 1 guaran-
tees the convergence of the attack objective. However, without
an exact knowledge ofwk,i−1 it is not guaranteed the sufficient
condition can be satisfied. In other words, the success of the
attack relies highly on how accurate the state ŵk,i can be
approximated. In the following, we provide evaluation results
for such an attack.

A. Evaluation

We adopt the same evaluation set-up as we used in Section VII.
Initial network topology is the same as in Figure 2a. Parameters
we select are: σ2

u,k ∈ [0.75, 0.85], σ2
k ∈ [0.75, 0.85] for each

agent k and μA = 0.002, while all the other settings are the
same as in Section VII.

At the end of DLMSAW under weak attack, we reach the
network topology as shown in Figure 9a. From the plots, we find
some of the agents maintain connection with the compromised
nodes, while others do not, which is not the case with a strong
attack, where all the neighboring agents of a compromised node
end up cooperating only with the compromised node. The main
reason for this is that the weak attack may not have an accurate
approximation of normal agents’ state. Without an accurate
approximation, compromised nodes may not be able to collect
large weights from their neighbors and may not keep influencing
the states of their neighbors.
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Fig. 11. Steady-state MSD comparison under weak attack.

Fig. 12. Estimation dynamics for stationary target localization by DLMSAW
under weak attack.

Figure 10 illustrates the estimation precision (‖ŵk,i −wk,i‖)
by the attacker. It shows that the attacker has different levels of
accuracy to estimate the states of its neighboring agents. For
some agents, the attacker has accurate approximation along the
simulation iterations. As a result, the attacker is more likely to
make its attack successful on those agents. However, for other
agents, the attacker does not have very good approximation accu-
racy and therefore, it is hard for the attacker to successfully attack
such agents. Figure 12 shows the state estimation dynamics of
normal agents (wherein attacked nodes refer to the neighboring
nodes of the compromised nodes). We find the attacker can only
drive a few of its neighbors to its desired state, whereas most of
the normal neighbors converge to their true goal state, which is
consistent with the results of Figure 10. The steady-state MSD
performance for the weak attack is shown in the yellow line in
Figure 11. We find that such an attack still worsens the network
steady-state MSD as compared to the non-cooperative LMS (the
blue line) and DLMSAW without attack (the red line).

Next, we evaluate the proposed resilient diffusion algorithm
R-DLMSAW against the weak attack. The network topology at
the end of simulation is shown in Figure 9b. Most normal agents
have cut the link with the compromised nodes. Yet some links
are maintained because these compromised nodes behave in a
benign way as to send message with a smaller cost than a normal
neighbor of the targeted node. In other words, these compro-
mised nodes exchange a state message similar to normal nodes
in order to maintain communication with them. Therefore, such
links need not to be cut down to achieve the network resilience.

Fig. 13. Estimation dynamics for stationary target localization by R-
DLMSAW under weak attack.

Figure 13 shows the estimation dynamics of normal nodes by
R-DLMSAW. We find none of the attacked nodes are driven to
the attacker’s selected state. All the nodes successfully converge
to their true goal states. The purple line in Figure 11 shows the
steady-state MSD performance of R-DLMSAW withF = 1. We
observe that this line lies between the noncooperative LMS and
DLMSAW (without attack), and has a much smaller steady-state
MSD than DLMSAW under such attack. This illustrates the
effectiveness of the proposed resilient diffusion algorithm by
showing that the algorithm is resilient to not only strong but
also to weak attacks, as well as other data falsification attacks.

IX. RELATED WORK

Many distributed algorithms are vulnerable to cyber attacks.
The existence of an adversarial agent may prevent the algorithm
from performing the desired task. Distributed consensus and dif-
fusion based strategies are often employed to resolve distributed
estimation and optimization problems, for instance see [2],
[19]–[23]. Resilience of consensus-based distributed algorithms
in the presence of malicious nodes has received considerable
attention in recent years. In particular, the approaches presented
in [11], [24]–[26] consider the consensus problem for scalar pa-
rameters in the presence of attackers, and resilience is achieved
by leveraging high connectivity. Resilient consensus in the case
of special network structures, such as triangular networks for
distributed robotic applications [27], has also been studied. To
achieve resilience in sparse networks, [28] presents the idea of
employing few trusted nodes, which are hardened nodes that
cannot be attacked. Resilience for concensus+innovation prob-
lems have also been studied by [29]–[31] in a fully-distributed
way via agents’ local observations and high network connec-
tivity. Resilience can also be achieved via fault detection and
isolation (FDI). For instance, [32] studied the FDI problem for
linear consensus networks via high connectivity networks and
global knowledge of the network structure by each agent. [33]
considered a similar FDI problem for second-order systems.
Authors in [34] presented distributed detection method for con-
sensus+innovation algorithms via local observations of agents
only. For attacks, typical approaches usually consider Byzantine
adversaries with fixed target different than the true value [11]
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or with updates without time-dependent intention [30], [34] and
assume that the goal of the attacker is to disrupt the convergence
(stability) of the distributed algorithm. In contrast, this work fo-
cuses on attacks that do not disrupt convergence but drive normal
agents to converge to states selected by the attacker. Moreover, in
our attack model, the attacker continuously changes its values
over time as compared to the fixed value attacks considered
previously.

Resilience of diffusion-based distributed algorithms has been
studied in [2], [5], [8]. Similar to the resilient consensus prob-
lems, fixed-value attacks are usually considered, and the main
approach has been to use adaptive combination rules to coun-
teract malicious values. This is an effective measure and has
been applied to multi-task networks and distributed clustering
problems [5]. Several variants focusing on adaptive weights
applied to multi-task networks can be found in [18], [35]–[37].
Note that the essence of adaptive weights is similar to distributed
detection. In contrast, it turns the detection method from a
binary classification problem to a regression problem. Detection
approach has also been applied in [35] for clustering over
diffusion networks. Although adaptive weights provide some
degree of resilience to byzantine adversaries with fixed values,
we have shown in this work that adaptive weights may introduce
vulnerabilities that allow time-dependent deception attacks.

Finally, there has been considerable work on applications of
diffusion algorithms that include spectrum sensing in cognitive
networks [3], target localization [4], distributed clustering [5],
biologically inspired designs [6]. Although our approach can be
used for resilience of various applications, we have focused on
multi-target localization [18].

X. CONCLUSION

In this paper, we studied distributed diffusion for multi-task
networks and investigated vulnerabilities introduced by adaptive
weights. Cooperative diffusion is a powerful strategy to perform
optimization and estimation tasks, however, its performance
and accuracy can deteriorate significantly in the presence of
adversarial nodes. In fact, cooperative diffusion performs sig-
nificantly better (in terms of steady-state MSD) as compared
to non-cooperative diffusion if there are no adversarial nodes.
However, with adversaries, cooperative diffusion could be even
worse than the non-cooperative diffusion. To illustrate this,
we proposed attack models that can drive normal agents—
implementing distributed diffusion (DLMSAW)—to any state
selected by the attacker, for both stationary and non-stationary
estimation. We then proposed a resilient distributed diffusion
algorithm (R-DLMSAW) to counteract adversaries’ effect. The
proposed algorithm always performs at least as good as the
non-cooperative diffusion, but if an input parameter F in the al-
gorithm is selected appropriately, it performs significantly better
than the non-cooperative diffusion in the presence of adversaries.
We also analyzed how the performance of R-DLMSAW changes
with the selection of parameter F by the nodes. We evaluated
our approach by applying it to stationary and non-stationary
multi-target localization. In future, we are interested in general-
izing our model to other types of distributed diffusion algorithms

and with the missing data. It is also worth investigating the
relationship between the underlying network connectivity and
the steady-state performance of such algorithms.

APPENDIX

PROOF OF LEMMA 1

The message received by a from k ∈ Na isψk,i. Agent a can
compute wk,i−1 from ψk,i using

wk,i−1 = ψk,i − μku
∗
k,i(dk(i)− uk,iwk,i−1),

from which it can compute wk,i−1 as:

wk,i−1 =
ψk,i − μku

∗
k,idk(i)

1− μku∗
k,iuk,i

.

Given the knowledge of μk, dk(i), and uk,i, the value wk,i−1

can be computed exactly.

PROOF OF LEMMA 2

We use δa,k,i to denote ‖ψa,i −wk,i−1‖, and δl,k,i to denote
‖ψl,i −wk,i−1‖, for l ∈ Nk, l �= a. Since

γ2
lk(i) = (1− νk)γ

2
lk(i− 1) + νk‖ψl,i −wk,i−1‖2, l ∈ Nk,

Suppose the attack starts at ia, then at iteration (ia + n),

γ2
ak(ia + n)

= (1− νk)γ
2
ak(ia + n− 1) + νkδ

2
a,k,ia+n

= (1− νk)((1− νk)γ
2
ak(ia + n− 2) + νkδ

2
a,k,ia+n−1)

+ νkδ
2
a,k,ia+n

= (1− νk)
n+1γ2

ak(ia − 1)

+ νk[(1− νk)
nδ2a,k,ia + (1− νk)

n−1δ2a,k,ia+1

+ · · ·+ (1− νk)δ
2
a,k,ia+n−1 + δ2a,k,ia+n],

γ2
lk(ia + n) = (1− νk)

n+1γ2
lk(ia − 1)

+ νk[(1− νk)
nδ2l,k,ia + (1− νk)

n−1δ2l,k,ia+1

+ · · ·+ (1− νk)δ
2
l,k,ia+n−1 + δ2l,k,ia+n].

For large enough n, (1− νk)
n+1 → 0. Since we assume

‖ψa,i −wk,i−1‖ � ‖ψl,i −wk,i−1‖, i.e., δa,k,i � δl,k,i, for
i ≥ ia + n, γ2

ak(i) � γ2
lk(i) holds. Thus,

alk(i)

aak(i)
∝ γ−2

lk (i)

γ−2
ak (i)

→ 0. (22)

Given the property of weights, (13) is true.

PROOF OF LEMMA 3

We use A to denote the set of compromised nodes targeting
at the same normal node k. The proposed attack strategy results

Authorized licensed use limited to: Vanderbilt University Libraries. Downloaded on June 08,2020 at 20:54:22 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: RESILIENT DISTRIBUTED DIFFUSION IN NETWORKS WITH ADVERSARIES 15

in the following condition holding as proved in Lemma 2:

alk(i)

aak(i)
→ 0, l ∈ Nk\A, a ∈ A,

(i ≥ ia + n, subject to (1− νk)
n+1 = 0).

Given that
∑

l∈Nk
alk = 1, we have

alk(i) = 0, aak(i) =
1

|A| , l ∈ Nk\A, a ∈ A,

where |A| denotes the number of nodes in A. Since every
compromised node a ∈ A sends the same message and is as-
signed the same weight that sums up to 1, it is equivalent to
only one compromised node attacking the target node and being
assigned a weight of 1. Therefore, there is no need for multiple
compromised nodes attacking a single normal node.

PROOF OF PROPOSITION 1

The constraint of rak is consistent with the condition of
Lemma 2. Thus, from some point i, the state of node k will
be attacked as to be:

wk,i = wk,i−1 − rak(wk,i−1 − xi)

= rakxi + (1− rak)wk,i−1,

(i ≥ ia + n, subject to (1− νk)
n+1 = 0). (23)

Let Xi be wk,i, Xi−1 be wk,i−1, Ai be rakxi, and B be (1−
rak). Equation (23) turns to:

Xi = Ai +BXi−1. (24)

Assume limi→∞ Xi−1 = X0
i−1 and limi→∞ Xi = X0

i , then for
i → ∞ we get:

X0
i = Ai +BX0

i−1. (25)

Subtract (25) from (24), we get Xi −X0
i = B(Xi−1 −X0

i−1).
Let εi = Xi −X0

i , for i = 0, 1, 2, . . ., then εi = Bεi−1 =
B2εi−2 = · · · = Biε0. The necessary and sufficient require-
ment for convergence is limi→∞ εi = 0 or, limi→∞ Biε0 = 0,
that is,

lim
i→∞

Bi = 0. (26)

Therefore, we get a necessary and sufficient requirement for con-
vergence as |B| < 1. Since B = 1− rak , and rak ∈ (0, 1), we get
B ∈ (0, 1). Therefore, limi→∞(Xi −X0

i ) = 0. The assumption
limi→∞ Xi = X0

i holds, and therefore, Xi is convergent to X0
i .

To get the value of X0
i , we need to analyze the following two

scenarios: stationary state estimation and non-stationary state
estimation, separately.

1) Stationary State Estimation: In stationary scenarios, the
convergence state is independent of time, that is, X0

i = X0
i−1 =

X0. Therefore, equation (25) turns to:

X0 = Ai +BX0.

Thus, (1−B)X0 = Ai, X0 = Ai

1−B . The convergent point is:

wk,i=
rakxi+1

1− (1− rak)
=

rakw
a
k

1− (1− rak)
= wa

k = wa
k,i, i → ∞

which realizes the attacker’s objective (7).

2) Non-Stationary State Estimation: In non-stationary sce-
narios, we first assume xi = wa

k + θak,i−1 and later we will show

how θak,i−1 turns to θak,i−1 +
Δθa

k,i−1

rak
.

Assume the convergence point X0
i is a combination of

a time-independent value and a time-dependent value, such
that X0

i = X0 + ρi. After taking original values into (25), we
get

X0 + ρi = rak(w
a
k + θak,i−1) + (1− rak)(X0 + ρi−1). (27)

Next, we divide (27) into the time-independent and time-
dependent components to get

X0 = wa
k , ρi − ρi−1 = rak(θ

a
k,i−1 − ρi−1).

Let Δρi−1 = ρi − ρi−1, we get:

ρi−1 = θak,i−1 −
Δρi−1

rak
and ρi = θak,i −

Δρi
rak

. (28)

Thus, Δρi−1=ρi − ρi−1=θak,i − θak,i−1 − 1
rak
(Δρi −Δρi−1).

Let Δθak,i−1 = θak,i − θak,i−1 and Δ2ρi−1 = Δρi −Δρi−1, then

Δρi−1 = Δθak,i−1 − Δ2ρi−1

rak
or Δρi = Δθak,i − Δ2ρi

rak
. If we

assume Δ2ρi

rak
� Δθak,i, then we have Δρi = Δθak,i. Therefore,

(28) can be written as ρi = θak,i −
Δθa

k,i

rak
. Thus, the dynamic

convergence point for k is

wk,i = wa
k + θak,i −

Δθak,i
rak

, i → ∞.

This means when sending ψa,i = wk,i−1 + rak(w
a
k + θak,i−1 −

wk,i−1) as the communication message, the compromised node

a can make k converge to wa
k + θak,i −

Δθa
k,i

rak
. To make agent k

converge to a desired state wa
k +Ωa

k,i, we assume the message
sent is

ψa,i = wk,i−1 + rak(w
a
k +mi−1 −wk,i−1).

The corresponding convergence point will be wa
k +mi − Δmi

rak
.

We want the following equation to hold,

wa
k +mi − Δmi

rak
= wa

k +Ωa
k,i. (29)

Assuming Δ2mi → 0, the solution of (29) is: mi = Ωa
k,i +

ΔΩa
k,i

rak
, meaning to make k converge to a desired statewa

k +Ωa
k,i,

the compromised node a should send communication message:

ψa,i = wk,i−1 + rak

(
wa

k +Ωa
k,i−1 +

ΔΩa
k,i−1

rak
−wk,i−1

)
.

Thus, to makek converge towa
k + θak,i, the compromised node

a should send communication message:

ψa,i = wk,i−1 + rak

(
wa

k + θak,i−1 +
Δθak,i−1

rak
−wk,i−1

)
.

The convergence point is:

wk,i = wa
k + θak,i = w

a
k,i, i → ∞,

which realizes the attacker’s objective (7).
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We can verify the convergence point by putting xi = wa
k +

θak,i−1 +
Δθa

k,i−1

rak
,wk,i = wa

k + θak,i,wk,i−1 = wa
k + θak,i−1

back into equation (23), we get:

wa
k + θak,i = rak

(
wa

k + θak,i−1 +
Δθak,i−1

rak

)

+ (1− rak)(w
a
k + θak,i−1)

θak,i = rak

(
θak,i−1 +

Δθak,i−1

rak

)
+ (1− rak)θ

a
k,i−1

θak,i = θak,i−1 +Δθak,i−1.

The resulting equation holds, illustrating the validity of the
convergence state.

REFERENCES

[1] J. Li and X. Koutsoukos, “Resilient distributed diffusion for multi-task
estimation,” in Proc. 14th Int. Conf. Distrib. Comput. Sensor Syst., 2018,
pp. 93–102.

[2] A. H. Sayed, S.-Y. Tu, J. Chen, X. Zhao, and Z. J. Towfic, “Diffusion
strategies for adaptation and learning over networks: An examination of
distributed strategies and network behavior,” IEEE Signal Process. Mag.,
vol. 30, no. 3, pp. 155–171, May 2013.

[3] J. Plata-Chaves, N. Bogdanovi, and K. Berberidis, “Distributed diffusion-
based LMS for node-specific adaptive parameter estimation,” IEEE Trans.
Signal Process., vol. 63, no. 13, pp. 3448–3460, Jul. 1, 2015.

[4] A. Lotfzad Pak, A. Khalili, M. K. Islam, and A. Rastegarnia, “A distributed
target localization algorithm for mobile adaptive networks,” ECTI Trans.
Elect. Eng., Electron., Commun., vol. 14, pp. 47–56, 2016.

[5] X. Zhao and A. H. Sayed, “Clustering via diffusion adaptation over
networks,” in Proc. 3rd Int. Workshop Cogn. Inf. Process., May 2012,
pp. 1–6.

[6] S.-Y. Tu and A. H. Sayed, “Mobile adaptive networks,” IEEE J. Sel. Topics
Signal Process., vol. 5, no. 4, pp. 649–664, Aug. 2011.

[7] J. Chen and A. H. Sayed, “Diffusion adaptation strategies for distributed
optimization and learning over networks,” IEEE Trans. Signal Process.,
vol. 60, no. 8, pp. 4289–4305, Aug. 2012.

[8] S. Chouvardas, K. Slavakis, and S. Theodoridis, “Adaptive robust dis-
tributed learning in diffusion sensor networks,” IEEE Trans. Signal Pro-
cess., vol. 59, no. 10, pp. 4692–4707, Oct. 2011.

[9] R. Nassif, C. Richard, A. Ferrari, and A. H. Sayed, “Proximal multitask
learning over networks with sparsity-inducing coregularization,” IEEE
Trans. Signal Process., vol. 64, no. 23, pp. 6329–6344, Dec. 1, 2016.

[10] A. Rastegarnia, W. M. Bazzi, A. Khalili, and J. A. Chambers, “Diffu-
sion adaptive networks with imperfect communications: Link failure and
channel noise,” IET Signal Process., vol. 8, no. 1, pp. 59–66, 2014.

[11] H. LeBlanc, H. Zhang, X. D. Koutsoukos, and S. Sundaram, “Resilient
asymptotic consensus in robust networks,” IEEE J. Sel. Areas Commun.,
vol. 31, no. 4, pp. 766–781, Apr. 2013.

[12] A. Mitra and S. Sundaram, “Secure distributed observers for a class of
linear time invariant systems in the presence of byzantine adversaries,” in
Proc. 55th IEEE Conf. Decis. Control, 2016, pp. 2709–2714.

[13] Y. Chen, L. Su, and J. Xu, “Distributed statistical machine learning in
adversarial settings: Byzantine gradient descent,” Proc. ACM Meas. Anal.
Comput. Syst., vol. 1, no. 2, pp. 44:1–44:25, 2017.

[14] P. Blanchard, E. M. E. Mhamdi, R. Guerraoui, and J. Stainer, “Machine
learning with adversaries: Byzantine tolerant gradient descent,” in Proc.
Annu. Conf. Neural Inf. Process. Syst., 2017, pp. 118–128.

[15] B. Li, Y. Wang, A. Singh, and Y. Vorobeychik, “Data poisoning attacks on
factorization-based collaborative filtering,” in Proc. Annu. Conf. Neural
Inf. Process. Syst., 2016, pp. 1885–1893.

[16] A. H. Sayed, “Diffusion adaptation over networks,” in Academic Press Li-
brary in Signal Processing, vol. 3, A. M. Zoubir, M. Viberg, R. Chellappa,
and S. Theodoridis, Eds., Amsterdam, The Netherlands: Elsevier, 2014,
ch. 9, pp. 323–453.

[17] S. T. Hedetniemi, R. C. Laskar, and J. Pfaff, “A linear algorithm for finding
a minimum dominating set in a cactus,” Discrete Appl. Math., vol. 13,
no. 2-3, pp. 287–292, 1986.

[18] J. Chen, C. Richard, and A. H. Sayed, “Multitask diffusion adaptation over
networks,” IEEE Trans. Signal Process., vol. 62, no. 16, pp. 4129–4144,
Aug. 2014.

[19] L. Xiao, S. Boyd, and S.-J. Kim, “Distributed average consensus with
least-mean-square deviation,” J. Parallel Distrib. Comput., vol. 67, no. 1,
pp. 33–46, 2007.

[20] A. Nedic and A. Ozdaglar, “Distributed subgradient methods for multi-
agent optimization,” IEEE Trans. Autom. Control, vol. 54, no. 1, pp. 48–61,
Jan. 2009.

[21] U. A. Khan, S. Kar, and J. M. Moura, “Higher dimensional consensus:
Learning in large-scale networks,” IEEE Trans. Signal Process., vol. 58,
no. 5, pp. 2836–2849, May 2010.

[22] I. Matei and J. S. Baras, “Consensus-based linear distributed filtering,”
Automatica, vol. 48, no. 8, pp. 1776–1782, 2012.

[23] J. Chen and A. H. Sayed, “Diffusion adaptation strategies for distributed
optimization and learning over networks,” IEEE Trans. Signal Process.,
vol. 60, no. 8, pp. 4289–4305, Aug. 2012.

[24] F. Pasqualetti, A. Bicchi, and F. Bullo, “Consensus computation in unreli-
able networks: A system theoretic approach,” IEEE Trans. Autom. Control,
vol. 57, no. 1, pp. 90–104, Jan. 2012.

[25] C. Zhao, J. He, and J. Chen, “Resilient consensus with mobile detectors
against malicious attacks,” IEEE Trans. Signal Inf. Process. Over Netw.,
vol. 4, no. 1, pp. 60–69, Mar. 2018.

[26] H. J. LeBlanc and F. Hassan, “Resilient distributed parameter estimation
in heterogeneous time-varying networks,” in Proc. 3rd Int. Conf. High
Confidence Netw. Syst., Apr. 15-17, 2014, pp. 19–28.

[27] D. Saldana, A. Prorok, M. F. Campos, and V. Kumar, “Triangular networks
for resilient formations,” in Proc. 13th Int. Symp. Distrib. Auton. Robot.
Syst., pp. 149–159, 2016.

[28] W. Abbas, A. Laszka, and X. Koutsoukos, “Improving network connec-
tivity and robustness using trusted nodes with application to resilient
consensus,” IEEE Trans. Control Netw. Syst., vol. 5, no. 4, pp. 2036–2048,
Dec. 2018.

[29] Y. Chen, S. Kar, and J. M. F. Moura, “Resilient distributed estimation:
Sensor attacks,” in IEEE Trans. Autom. Control, vol. 64, no. 9, pp. 3772–
3779, Sept. 2019.

[30] Y. Chen, S. Kar, and J. M. F. Moura, “Resilient distributed estimation:
Exponential convergence under sensor attacks,” in Proc. 57th IEEE Conf.
Decis. Control, Miami, FL, USA, Dec. 17-19, 2018, pp. 7275–7282.

[31] Y. Chen, S. Kar, and J. M. F. Moura, “Attack resilient distributed estima-
tion: A consensus+innovations approach,” in Proc. Amer. Control Conf.,
2018, pp. 1015–1020.

[32] F. Pasqualetti, A. Bicchi, and F. Bullo, “Consensus computation in unreli-
able networks: A system theoretic approach,” IEEE Trans. Autom. Control,
vol. 57, no. 1, pp. 90–104, Jan. 2012.

[33] I. Shames, A. M. Teixeira, H. Sandberg, and K. H. Johansson, “Distributed
fault detection for interconnected second-order systems,” Automatica,
vol. 47, no. 12, pp. 2757–2764, 2011.

[34] Y. Chen, S. Kar, and J. M. F. Moura, “Resilient distributed estimation
through adversary detection,” IEEE Trans. Signal Process., vol. 66, no. 9,
pp. 2455–2469, May 2018.

[35] S. Khawatmi, A. M. Zoubir, and A. H. Sayed, “Decentralized cluster-
ing over adaptive networks,” in Proc. 23rd Eur. Signal Process. Conf.,
Aug. 2015, pp. 2696–2700.

[36] J. Chen, C. Richard, and A. H. Sayed, “Diffusion LMS over multitask
networks,” IEEE Trans. Signal Process., vol. 63, no. 11, pp. 2733–2748,
Jun. 1, 2015.

[37] X. Zhao and A. H. Sayed, “Distributed clustering and learning over
networks,” IEEE Trans. Signal Process., vol. 63, no. 13, pp. 3285–3300,
Jul. 2015.

Jiani Li is currently working toward the Ph.D.
degree with the Electrical Engineering and Com-
puter Science Department, Vanderbilt University,
Nashville, TN, USA. Her research focuses on re-
silient multi-agent distributed systems and resilient
design of cyber-physical systems with machine learn-
ing components. She is a member of IEEE Young
Professionals.

Authorized licensed use limited to: Vanderbilt University Libraries. Downloaded on June 08,2020 at 20:54:22 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: RESILIENT DISTRIBUTED DIFFUSION IN NETWORKS WITH ADVERSARIES 17

Waseem Abbas received the M.Sc. and Ph.D. degrees
in electrical and computer engineering from Georgia
Institute of Technology, Atlanta, GA, USA, in 2010
and 2013, respectively, and was a Fulbright scholar
from 2009 to 2013. He is a Research Assistant Profes-
sor with the Electrical Engineering and Computer Sci-
ence Department, Vanderbilt University, Nashville,
TN, USA. Previously, he was an Assistant Professor
with the Information Technology University Lahore,
Pakistan, and a postdoctoral research scholar with the
Vanderbilt University between 2014 and 2017. His

research interests are in the area of resilience and security of network con-
trol systems, cyber-physical systems, and graph-theoretic methods in complex
networks.

Xenofon Koutsoukos is a Professor with the De-
partment of Electrical Engineering and Computer
Science and a Senior Research Scientist with the
Institute for Software Integrated Systems, Vanderbilt
University, Nashville, TN, USA. He was a Member
of Research Staff with the Xerox Palo Alto Research
Center (2000–2002). He was the recipient of the NSF
Career Award in 2004, the Excellence in Teaching
Award in 2009 from the Vanderbilt University School
of Engineering, and the 2011 NASA Aeronautics
Research Mission Directorate (ARMD) Associate

Administrator (AA) Award in Technology and Innovation. He is a Fellow of
the IEEE for his contributions to the design of resilient cyber-physical systems.

Authorized licensed use limited to: Vanderbilt University Libraries. Downloaded on June 08,2020 at 20:54:22 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


