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ABSTRACT

Crossing streets is a potentially hazardous activity for pedestrians,
and it is made more hazardous when the complexity of the inter-
section increases beyond a simple linear bisection, as it does in
the case of a roundabout. We are interested in how pedestrians
make decisions about when to cross at such intersections. Simulat-
ing these intersections in immersive virtual reality provides a safe
and effective way to do this. In this context, we present a traffic
simulation designed to assess how pedestrians make dynamic gap
affordance judgments related to crossing the street when supplied
with spatialized sound cues. Our system uses positional information
to generate generic head-related transfer functions (HRTFs) for spa-
tializing audio sources. In this paper we evaluate the utility of using
spatialized sound for these gap crossing judgments. In addition, we
evaluate our simulation against varying levels of visual degradation
to better understand how those with visual deficits might rely on
their auditory senses. Our results indicate that spatialized sound
enhances the experience of the virtual traffic simulation; its effects
on gap crossing behavior are more subtle.

Keywords: Virtual reality, spatialized sound, gap affordance, traffic
simulation

Index Terms: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Virtal Reality; J.4 [Computer Applications]:
Social and Behavioral Sciences—Psychology

1 INTRODUCTION

People can determine the location of objects and the distance to
objects by auditory cues alone [26, 50], although this ability is not
as well developed as localization by visual cues. However, sound
localization may be more significant in people with low or impaired
vision [25]. In this paper, we investigate this ability in the context of
street crossing behavior; more specifically, we determine how such
ability trades off against vision in the context of selecting gaps in
traffic for crossing the street.

We present an immersive virtual environment (IVE) simulation
for traffic crossing at a roundabout. This simulation incorporates
a system for rendering three-dimensional (3D) spatialized sound.
While acoustic virtual environments have been demonstrated for
some time, e.g. [3,46], this paper presents our architecture for a gen-
eral, distributed real-time system for spatialized sound in the context
of an HMD-based, immersive virtual environment and application.

We chose a roundabout for our traffic crossing scenario, because
roundabouts are seen in the United States as increasingly desirable
intersection designs due to improved safety and efficiency features
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over traditional intersections [7]. Although roundabouts are gen-
erally considered safe, particularly for vulnerable populations [1],
pedestrian behavior at these intersections has been understudied.
Meanwhile, a rich body of literature has developed using IVES to
evaluate both pedestrian and cyclist interactions with traffic to im-
prove safety [20, 30, 33, 35]. IVEs are ideal for this type of research
since real world traffic studies expose pedestrians to unnecessary
risk by involving actual, moving vehicles. IVEs are appealing for
traffic studies due to the control they give experimenters and the
safety they afford participants.

However, these traffic simulations have largely been limited to
linear intersections, such as that discussed in Kearney et al. [21], and
typically do not provide spatialized sound. More realistic auditory
information may inform how people interact with traffic simulations.
Our IVE consists of a system for sound localization, and it generates
more complex traffic patterns by using a traffic circle environment
similar to that seen in Wu et al. [47].

In addition to the roundabout environment, our setup consists
of a controllable traffic simulation and a 3D acoustic subsystem.
The roundabout is modeled after a real location, the Pullen-Stinson
roundabout on the North Carolina State University campus. It mod-
els a single lane traffic circle with crosswalks and splitter islands
placed near entry and exit lanes. The traffic simulation generates
natural vehicle acceleration and deceleration patterns, based on in-
formation taken from the location [40]. To this system, we have
added a 3D acoustic subsystem capable of synthesizing the sounds
associated with moving vehicles, and we are able to track the sounds’
locations in the environment in real-time. Our audio system uses a
non-individual head-related transfer function (HRTF), derived from
the anthropomorphic audiological research mannequin KEMAR
(Knowles Electronics) [10].

We anticipate that the acoustic system may affect our simulation
in two ways. First, it may increase a user’s sense of presence and
immersion in the environment. An enhanced sense of immersion
is desirable as it promotes more ecologically valid judgments from
participants. Stated in another way, by enhancing the realism of
our traffic simulation, we can elicit more natural responses from
participants. This realism in turn better informs us about behavior in
the real world.

As mentioned above, we are interested in studying the traffic
crossing behavior of subjects with visual impairments. It is likely
that people with visual impairments use auditory cues to aid with
their traffic judgments, although the evidence for this is mixed [11],
and vision, even when impaired, seems to dominate our sensory
information. However, by adding a sound system to our virtual envi-
ronment that allows people to localize sounds, we have the ability to
test and assess this phenomenon in a manner similar to the evaluation
of HRTFs for visually impaired and normal people conducted by
Dong et al. [13]. Thus, although our experiments will use normally
sighted individuals, we will introduce mock visual impairments to
degrade the visual quality of their viewing experience to see if they
will then employ the available auditory cues. This is motivated
by evidence that such spatial memory cues are independent of the
source (visual or auditory) from which they are derived [25].

The remainder of this paper is organized as follows: Section



Figure 1: An overview of our virtual environment, modeled on the
Pullen-Stinson roundabout, showing traffic circulating. Pedestrians
cross at the walkways.

2 reviews prior literature and places our current work in context.
Section 3 presents the details of the 3D audio system as well as a
description of the traffic simulation and virtual environment. Section
4 presents two psychophysical experiments to evaluate the 3D audio
system, and Section 5 discusses our results and presents future goals
for the project.

2 RELATED WORK

A sound wave undergoes complicated transformations as it travels
from its source to the left and right ear canals of a listener. These
transformations, called head-related transfer functions (HRTFs),
are specific to each individual but can be approximated by non-
individual ones, such as the approximation used in Kolarik et.
al. [22]. There is some degradation in the quality of the 3D sound
caused by this approximation, but measuring individual HRTFs is
laborious and impractical for widespread use in IVEs. Overviews
of this subject can be found in Begault [5] and Xie [48]. Suarez et
al. [42] compared a version of the measured KEMAR HRTFs used
here with modelled HRTFs in an immersive VE over several tasks
and found no differences. In particular, our work applies measured
HRTFs to a dynamic affordance (gap crossing).

The ability to represent large numbers of dynamic sound sources
has become more viable with the ability to implement binaural
rendering using a GPU (Graphical Processing Unit) to improve com-
putational efficiency [6, 44]. These binaural sounds can then be
presented through either headphones [19, 24, 43] or by loudspeaker
via crosstalk cancellation systems [23, 27]. To enhance immer-
sion and spatial orientation, HRTF-based binaural sound has been
used widely in both augmented reality [37] and virtual reality [41].
Applications using spatialized sound have been developed to help
the visually impaired navigate architectural spaces [34] and virtual
maps [15]. In this paper, we implement the non-individual HRTF
filter coefficients of the KEMAR mannequin published by the MIT
Media Lab [14]. For HMD-based virtual environments, HRTF-based
systems fed through earphones seem the obvious choice due to their
compact form factor.

There has been much work evaluating spatialized audio in desktop
virtual environments, e.g. [8, 9], and in immersive VEs [31, 45]. In
desktop environments presence has been found to increase with the
inclusion of spatialized audio, but quantitative task performance mea-
sures, such as task completion time, have been unaffected. Riecke
et al. [38] also found that presence can be increased by spatialized
sound. However, neither Naef et al. [31] nor Doerr et al. [45] used
HRTFs for sound localization.

Virtual traffic crossing experiments often quantify the assessment

Figure 2: View of car approaching the traffic crossing, i.e., not circu-
lating around the roundabout, as would be seen from a viewer about
to cross the street in a a non-blurred (“normal”) viewing condition.
This view is from the eye-height of one of the authors, and shows the
several of the car models used in the simulation.

of immersion by evaluating gap affordance judgments in traffic
[18,32,35,36]. When individuals cross a street, whether in reality or
in a simulation, they must select a suitable gap in between vehicles
to cross. To prevent collisions with oncoming vehicles, this gap
must afford them sufficient time to physically locomote across the
street before the next vehicle approaches. The assessment of traffic
crossing behavior has important ramifications for the design of traffic
intersections. For example, this information can be used to better
design intersections to accommodate for vulnerable populations,
such as children and the visually impaired, who can make poor gap
judgments.

3 SYSTEM DESIGN

3.1 Virtual Environment
The experiments were conducted in a 7.3m by 8.5m laboratory. The
virtual environment was presented by a full color stereo NVIS nVi-
sor SX Head Mounted Display (HMD) with 1280 x 1024 resolution
per eye, a nominal FOV of 60 degrees diagonally, and a frame rate
of 60Hz. As opposed to newer commodity-level HMDs, this HMD
was equipped with an Arrington eye-tracker, although it was not
employed in these experiments. An interSense IS-900 precision
motion tracker was used to update the participant’s rotational move-
ment around all three axes. Position was updated using four optical
tracking cameras that operated with two LED lights. The virtual en-
vironment displayed in the HMD was rendered in Vizard (Worldviz,
Santa Barbara, CA).

3.2 Traffic Simulation
Roundabouts are traffic junctions where vehicles enter a circulat-
ing one-way stream of traffic around a central island. Instead of
following a traffic control signal, vehicles must proactively yield
to both upstream traffic and pedestrians. Pedestrians never walk
through the circulating path or cross the center island. They only
access designated crosswalks at the entry and exit lanes. Modern
roundabouts have been statistically reported to reduce the severity
of vehicle-to-vehicle crashes [12].

Our roundabout environment is an accurate, graphic street model
of the Pullen-Stinson roundabout on North Carolina State University
campus. Additional environmental features, such as buildings and
vegetation, were added to the environment for realism; however,
these additions were not based on the real world location. Prior
work has utilized this same street model for the evaluation of street



Figure 3: The Simulink implementation of the HRTF filter.

crossing behavior with nonlocalized sound in individuals with nor-
mal eyesight [47]. A bird’s-eye view of the virtual environment is
shown in Figure 1, and the environment seen from normal eye height
with traffic approaching is shown in Figure 2. Prior observation of
traffic in the real Pullen-Stinson roundabout showed that the average
approaching speed of vehicles was 15.6m/s (35 mph) and the circu-
lating speed was 8.0m/s (18 mph) [40]. In our virtual environment,
approaching vehicles gradually reduce speed from 13.5m/s (around
32 mph) to 7.5m/s (around 17 mph), maintain 7.5m/s in the circu-
latory roadway, and then gradually resume to 13.5m/s upon exiting
the traffic circle. Complicating this behavior further are provisions
for vehicle-vehicle interactions and vehicle-pedestrian interactions.
A vehicle avoids collisions with other vehicles by using a predeter-
mined forward sight distance and an intersection sight distance. For
vehicle-pedestrian interactions, each vehicle yields to pedestrians
in the crosswalk area. More details of the traffic simulation can be
found in Wu et al. [47].

3.3 Audio Simulation
The 3D acoustic subsystem applied HRTF measurements of KE-
MAR dummy head microphone [14] to simulate sound source in-
teractions within the acoustic environment. The KEMAR measure-
ments sampled a total of 710 different positions, and yielded impulse
responses at a 44.1 kHz sampling rate, 512 samples long, and stored
as 16-bit signed integers. There were two concurrent processes in
the audio simulation. One process updated each sound source’s
position relative to the listener. This was accomplished by collecting
the positional data of each vehicle in relation to the position of the
pedestrian in the virtual environment. The other process linked the
individual sound source positions with different sound source signals
and applied the digital filters specified by KEMAR data to the sound
source signals. This computational system was built in Simulink
(MathWorks, Natick, MA).

For our system design, we assumed that sound emanated isotropi-
cally from an object. Thus the orientation of the vehicle models had
no effect on their sound. Instead of their absolute x, y, and z coordi-
nate values, KEMAR data lookup required the spatial information in
azimuth, elevation, and distance related to the listener. To generate
a synchronized soundtrack for traffic animations, the azimuth and

distance of each moving vehicle were calculated along an animation
path and updated in real-time. Values between the sample points
were rounded to the nearest sample point. We simplified the eleva-
tion by assuming it to be a constant value of 10 degrees, although
this was not an intrinsic limitation of the system. This spatial infor-
mation was packed and sent from Vizard to Simulink over a UDP
connection. No significant time delay was found between these two
modules, and no packet loss over the local intranet was experienced.

In Simulink, a sound source signal was attached to a model of
a vehicle as was its spatial information, which was received from
Vizard. Sound source signals came from real engine noise recordings
(cf. Baldan et al. [4]). We recorded eight different vehicles for
each of the eight vehicle models in our system. These recordings
were made of the car from outside the car with the car stationary
at a constant engine speed. A sampling frame of recorded sound
was selected based on the update rate of the positions. And the
appropriate KEMAR filter coefficients for each ear were selected
based on the values of the positions. The KEMAR filter and the
sound source were then convolved, and the left and right channels
were combined into binaural audio.

A significant auditory cue for distance is the sound level [2].
Accordingly, we scaled the sound level as the reciprocal of distance
with the measured intensity at a distance of 1m. We used a sound
level meter to calibrate each sound volume. Measurements were
done with a dB-A scale slow setting using a RadioShack sound level
meter (Cat. No. 33-2055A), with the average volume set to 70dB
at 5 meters. Figure 3 demonstrates the Simulink implementation
for a single vehicle. The current filter pair and loudness scale were
replaced whenever new spatial information was received. Input was
processed for each vehicle individually, and then all synthesized
3D sounds mixed to a set of shared signal busses. Finally, both
visual output from Vizard and audio output from Simulink were then
delivered through the HMD and into earbuds simultaneously. We
used Klipsch S4 earbuds.

4 EXPERIMENTS AND RESULTS

We conducted two experiments to assess our sound system. Be-
cause vision so dominates spatial cognition, we blurred the visual



Figure 4: Blurred displays experienced by subjects in Experiment 1
(left) and Experiment 2 (right). In both scenes the view is from the
side of the road with a car approaching. Notice that while the lead
car can be seen, as in Figure 2, details of further cars are obscured
in both cases.

environment severely in some conditions for better assessment of
auditory effects. Sixteen total subjects, eight males and eight fe-
males, with ages ranging from 20 to 29 years old participated in the
experiments with eight subjects participating in each experiment.
Experimental groups were gender-balanced, and all participants
self-reported normal sight and hearing. In both experiments, all
conditions were within subject. No participant reported a significant
amount of experience with virtual reality.

4.1 Experiment 1
Our first experiment attempted to assess the effect of both spatialized
sound and visual field degradation on gap crossing behavior.

4.1.1 Procedure
Experiment 1 used a 2x2 design. Subjects experienced four traffic
crossing conditions in counter-balanced order. The conditions were
as follows: with visual blur and spatialized sound, with blur but no
spatialized sound, with spatialized sound but no blur, and with no
blur and no spatialized sound. For the blur condition, a simulation
of glaucoma-like damage was presented, where the periphery was
blurred and 10 degree FOV in the center was clear. The blur was set
so that moving objects could be reliably discerned at 8 to 10 meters.
An image of the blur effect for Experiment 1 is displayed in Figure
4 on the left-hand side.

Before the experiment began, written consent was obtained from
all participants. Subjects were then introduced to the roundabout
environment, the crosswalk, and all of the conditions during a brief
learning phase within the IVE. During the experiment, subjects
performed a series of trials to determine their gap threshold, or
minimum safe gap crossing threshold. The gap for each trial was
determined using a maximum-likelihood (ML) procedure similar to
that seen of Grassi & Soranzo [17]. The participant crossed the street
15 times, which was sufficient for the ML procedure to converge.

For each trial of the experiment, a stream of traffic with a ran-
domly chosen number of cars between 4 and 8 passed through the
roundabout. Each adjacent car maintained a gap with less than 2
seconds between it and the next, except for the car that was assigned
the designated target gap. This safe gap allowed for a time between
3 and 12 seconds in length. The position of the longer gap was ran-
domly assigned in the traffic stream each time. For each condition,
the participant was required to execute 15 street crossings. These
limits were all determined through pilot testing. At the velocity the
vehicles were traveling, 2 seconds is not sufficient for a pedestrian
to safely cross the street, and 12 seconds is more than sufficient.
The threshold at which people choose to cross lies somewhere in
between. What will happen in this type of ML procedure is that the
system will automatically adjust the gap threshold to make the next
crossing a more difficult choice for each subject — longer if the
prior response was a not to cross the target gap, and shorter if the

prior response was to cross — based on the subject’s prior history of
responses. This procedure will converge in the 15 traffic crossing
trials to that subject’s gap crossing threshold, the minimum gap at
which they are likely to cross. See Wu et al. [47] for further details.

Subjects were instructed to select a safe gap in traffic and to act
upon this selection by physically walking across the virtual street.
Subjects were told that, although the cars would not hit them, the
drivers did not want to yield to them and that they should seek
the first available safe gap in traffic. In all trials, the true gap, the
subject’s time to cross, and whether the subject actually made a safe
crossing assuming no yielding on the part of a vehicle were recorded.
We also administered questionnaires asking subjects’ qualitative
impressions of the conditions.

Table 1: Mean gap crossing time for Experiment 1 in seconds in each
condition.

Sound

Yes No

B
lu

r Ye
s 5.75 5.69

N
o 5.06 4.62

4.1.2 Results
In Experiment 1, with n=8 and the dependent variable as the gap
duration of the converged ML procedure, we ran an analysis of
variance (ANOVA) with blur and sound as the factors. The only
significant effect was the main effect of blur: F(1,7) = 5.8136, p <
0.0467. The mean gap durations were 4.84 seconds with no blur
and 5.72 seconds with blur. As expected, a substantial blurring
of the visual image led to an increase in the average accepted gap
duration. The difference was approximately 1 second, which would
be functionally significant in a busy traffic setting.

An interesting possibility suggested by the results of this experi-
ment is that one effect of adding sound is to increase the accepted
gap duration. This effect is shown in Table 1, which presents mean
gap durations by condition. In the condition with no blur, mean gap
duration was actually longer with sound than without (although the
difference was not statistically significant). This result is consistent
with ratings made by the participants, that the sound added to the
realism of the simulation.

So there may be counteracting effects of adding sound. On one
hand, the sound may provide information that is useful for perceiving
gaps, which could lead to better perception and shorter accepted
gap durations. On the other hand, vehicle sounds may make the
scenario more realistic, perhaps shifting the criterion for accepting
gaps upward, toward longer gaps. Qualitatively, seven of eight
subjects preferred the (sound, no blur) environment over all others,
the eighth preferring (no sound, no blur).

4.2 Experiment 2
Our second experiment focused on determining the effect of spatial-
ized sound on people’s performance.

4.2.1 Procedure
Experiment 2 followed a similar experimental procedure to that seen
in Experiment 1. However, this time a subject only experienced two
test conditions, the traffic simulation with and without spatialized
sound. For both conditions a subject’s entire view was blurred.

The expanse and severity of visual blur was increased to discour-
age participant dependency on visual information, thereby isolating
any effect of spatialized sound. This blur was extended throughout
the entire screen, incidentally simulating a severe visual impairment.



The blur factor was also increased so that discernibility was de-
creased further to approximately 5 meters. An example of the blur
effect may be seen in Figure 4 on the right-hand side.

The aspects of the experimental procedure for Experiment 2 not
explicitly discussed followed that of Experiment 1. Experimental
data and questionnaires were likewise collected in the same manner
as in Experiment 1.

4.2.2 Results

In Experiment 2, with n=8 and the dependent variable as the gap
duration of the converged ML procedure, the mean gap with sound
was 5.81 seconds and without sound was 6.63 seconds. A paired
sample t-test was marginally significant, t(7) = 2.154, p < 0.068. In
this experiment there was very substantial blur in both the sound and
no sound conditions. Not surprisingly, gap thresholds were generally
higher than in the previous experiment.

Figure ?? shows a set of trials for one of the participants. The
top chart shows the level of the next stimulus for the trials in the
condition without sound and the bottom chart shows the level of
the next stimulus for the trials in the condition with sound. Red
circles represent failures to cross (no-go) and blue circles represent
successful crossing (go). In both conditions, the initial stimulus was
12 seconds of gap separation. Over the course of the experiment,
the stimulus selections gradually converged to 7.5 seconds without
sound, and to 4.5 seconds with sound.

In this situation, a premium may be placed on extracting acoustic
information about gaps, when that information is present. Thus,
although the difference in gap thresholds between the sound and
no sound conditions was not quite at the 0.05 level of statistical
significance, the average thresholds were about 0.8 seconds lower
when sound was available. This suggests that participants attempted
to use the sound information, but that this information has limited
reliability. Qualitatively, six of eight subjects preferred sound over
no sound, one expressed no preference, and one preferred no sound.

5 DISCUSSION

Our results are consistent with prior work on audio in virtual en-
vironments that show an increase in subjective satisfaction with
spatialized audio but little improvement in task performance [9, 38].
It may be that, even in the blurred condition, subjects are able to
extract enough optic flow information to make vision the dominant
modality, and our results may suggest that subjects find audio local-
ization unreliable. Nonetheless, the subjective improvement in the
virtual environment from the presence of spatialized sound is clear.

Quantitatively, our results are more ambiguous. It is generally
acknowledged that using generalized HRTFs such as the KEMAR
ones used in this study can result in degraded localization perfor-
mance in users [28,29]. There is some evidence that the localization
performance laterally is only minimally impacted by the use of these
generalized HRTFs [39], although how this impacts moving targets
is unclear. However, the generalized nature of the HRTFs employed
in this work represents a limitation of our system and study, and em-
ploying more modern computational techniques to personalize the
HRTF [16,49] is a clear area for future work. It may be that isolating
the localizing ability of spatialized sound in IVEs requires larger
experimental power than employed in this study, another avenue for
future work.
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