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In order to circumvent the causality problem, we modify
Abstract our motivation by defining components as generalized bond

graphs. Each component contains a Dirac structure, a set of
The concept of causality presents a problem forpower ports, and a set of interaction ports; power ports are
component-based modeling of bond graphs, the uncertain@{ttached to traditional bond graph elements such as kesisti
of the causality of each interaction bond. As a result we us€lements, storage elements, and source elements white inte
generalized bond graphs instead, which is mathematicallction ports connect the components to each other. In this pa
represented by its Dirac structure. Through the use of gerper, components are defined in terms of their physical world
eralized bond graphs we can represent each component égunterparts (motors, loads, etc).
a causal computational model (hybrid-input-output repnes ~ Using generalized bond graphs, we can represent a com-
tation) or as an acausal computational model (kernel reprgsonent as either a causal computational model or an acausal
sentation). Our contribution consists of developing a méth computational model. The causal computational model re-
which exploits the Dirac structure of a generalized bondquires all equations to have an inherent cause and effect re-
graph component, and generates both a causal and acaukdlonship between variables, whereas the acausal computa
computational model for that component. A case study, witiional model does not have this stringent requirement. iB1 th
subsequent simulation results, is used to showcase both metpaper we will compare and contrast the processes in which
ods and help compare and contrast both computational moave derive causal or acausal computational models from gen-
els. eralized bond graphs.
Our contributions include an approach that uses general-
ized bond graph techniques to model of systems in a composi-
1. INTRODUCTION tional way. A system can be fully described by its components
Bond graph is a useful tool for modeling physical sys-and their interactions with each other. We exploit the Dirac
tems, especially when multiple domains are involved. Onestructure of each component; component Dirac structumes ca
of its major distinctions from other tools such as signalvflo generate component block diagram subsystems, which can
graphs is that every arc in a bond graph represents an exonnect together to form the full system. Due to the com-
change of power, rather than an exchange of signal. A bongositional nature of the Dirac structure, components ae hi
graph can generate equations and block diagrams using tlechical, that is composition of components can also be char
idea of causality [5]. acterized by a Dirac structure. In this paper we present the
Our paper was motivated by an idea of hierarchy: a (globaljlerivations of causal and acausal computational modets fro
bond graph model broken down into interacting componentsthe generalized bond graph of components. Our method uses
where each component is also bond graph and each interatwvo Dirac structure forms, the kernel representation aed th
tion is a bond connecting two components. A causality ashybrid-input-output representation [10].
signment on the bond graph requires strokes to be assigned toln causal modeling, the causality of an interaction port
every bond in the model, which includes the interaction Isond must be determined. For acausal modeling, the causality of
between components. an interaction port can be ignored. Therefore, we can se¢e tha
The causality of interaction bonds can be easily determinedausal modeling of a component will require a knowledge of
when looking at the global model, but if we only look at a par- its neighboring components, while for acausal modelinghea
ticular component there is no way of determining the causaleomponent can be modeled separately.
ity of an interaction bond; like a resistor, its causalityr ¢gpo Given a generalized bond graph model, we can break
either way and still be valid. Without determining the cdusa its Dirac structure down into interacting components. kver
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lead to a kernel representation; the kernel representéaion

an acausal computational model for the component. Usingrigure 3. Bond graph model for the hoist device

the kernel representation of each component we are able to

also derive their respective hybrid-input-output repnéae

tions, which is a causal computational model. A simple flowWhich we can then put together in order for simulations.

chart of the entire process is illustrated in Figure 1. Generalized bond graph modeling is different from bond
This paper is organized as follows. In Section 2., shordraph modeling in two ways, absence of causality and use

background information on bond graph and generalized bon@f symplectic gyrators [10]. A symplectic gyrator is a unit

graph modeling is provided. Section 3. describes compenenglyrator that inverts the roles of the effort and flow [6]. Imge

based acausal simulation method of systems. Section 4. eRtalized bond graphs, symplectic gyrators are attached to |

tends the acausal method to a causal component-based sifi{orage elements, which allows C and | storage elements to be

ulation method. A case study which showcases our methodé€eated in a unified way. The generalized bond graph model

is presented in Section 5.. Finally, analysis and discnssio of the elastic hoist device is shown in Figure 4, where we par-
the algorithm is given in Section 6.. tition the model into four components (power supply, motor,

cable drum, and load).

Central to every generalized bond graph model is a Dirac
2. BACKGROUND _ structure, which is a representation of its power consegrvin
Bond graphs were introduced in 1961 by Dr. Henry Payn-interconnection structure [10]. This power conservingiint
ter as a means to model physical systems, using the notiogbnnection structure contains all non-single-port elesien
of power flow, rather than signal flow. One of the major con-sych as transformers, gyrators, 1 junctions, and 0 jurstion

cepts in bond graph theory is causality, which determines thThe Dirac structure is commonly represented by a kernel rep-
Signal direction of a partiCUlar bond. Causality is desadiin resentation [10] as seenin equation (1)

bond graphs using causal strokes, where the placement of the

causal stroke determines the direction of effort [4]. A bond

graph with no causal conflicts can be transformed into state ., (x) = {(e,f) € T,Z x T,+Z: E(x)e+F(x)f =0}, (1)
space equations and block diagrams for simulation [7]. We

will use the elastic hoist device featured in Broenink’s pa-

per [7] as an example to illustrate concepts. Figure 2 show .._FP."Er.Su_FE}{_., l.._cf.jﬂ%'.’w___l
the schematic of the elastic hoist device, and Figure 3 con; P : | P |
tains its corresponding bond graph model. ! L i i
The Sequential Causal Assignment Proced(B&€AP) is | I L] | Load
an algorithm that assigns causality to every bond in a bon sov I sev oo TrTrT T T T T E
graph model [11]; an application to hybrid bond graphs al-i | | Moter | I | o :
lows for the derivation of state equations [13]. Methode lik 1% S —’G_Y‘J—’ e el 1 o |
SCAP do not allow for the analysis of a system by compo-! ) i ! | ! of |
nents; just like any other bond graph algorithms, it require -~~~ el LB o I

knowledge of the global model. Therefore, our goal is to genFigure4. Generalized bond graph model for the elastic hoist
erate computational models for each component of a systerflevice with components



where the dimensions &f(x) andE(x) are botmx n,where 3. ACAUSAL MODELING AND SIMULA-
nis the total number of non-power conserving elements. The  TION
F(x) andE(x) matrix must satisfy the following two condi-

i In this section, we present a component-based method for
ions:

transforming generalized bond graph components to acausal
compuational models. We begin by deriving the kernel repre-
sentation of each Dirac structure component from its génera
ized bond graph model. Using the kernel representations, we
can perform acausal simulation.

Looking at the power supply in Figure 4, an automated | "€ Most common way of forming the kernel representa-
method will provide the following kemel representation tion of a Dirac structure is by writing down junction equaiso
shown in equation (2), witky and f, as the effort and flow gnd combmmg/ehmmatmg the equatl_ons. Thls method ts no
of the interaction port, respectively. The Dirac structafe  1d€@l for systems with thousands of junction equations. An-
model can be derived from its generalized bond graph in afther way uses input-output generalized junction streéstur

automated fashion, which we will describe in detail in Sec-(I9CGJS) to calculate the Dirac structure [10]; this methed n
tion 3. cessitates the conversion of a regular generalized bomhgra

model into an I0GJS model, which will introduce additional
power-conserving elements and source elements.

1. rank[F(x) | E(x)] =n

2. EQFT(X)+F(X)ET(x)=0

-1 01 1 |&e 0 10 0 [f1 In this subsection, we formulate a method of deriving the

0 1 0 0 & 1 0 0 O |f2| _ Dirac structure of a component by examining the structural
+ =0, (2 _ _ .

0 0 0 O |es 1 01 0 |fs properties of its power conserving elements. Our method se-

0 0 0 O |e 1 00 1 (fa quentially combines all power-conserving elements of acom

ponent to generate its kernel representation equatiores. Th

Using the kernel representation of a Dirac structure, we cafain idea in this method is recognizing that there is a patter
also derive an input-output form. There are two square matritg the Dirac structure of every power conserving element. A
ces in a kernel representation, and one of them must be fultansformer or a gyrator has only one possible kernel repre-

rank in order for an input-output form to be derived. In this sentation due to its SISO (one bond in, one bond out) nature.
paper we define it so that we want to manipulate the kernel

representation so to make thd€x) matrix full rank. Using

equation (2) we can see thatf$x) matrix is full rank, which [—1 r} {ei] N [ 0 O][f] _0 @)
allows for: 10 0 |e& -1 1 [fo] 7
f; 0100 '[-10 1 1[e i o
L |1 000 |0 10 0le . ?Hah[ol ‘|1 =0 ®)
f3l ~ |1 0 1 0 0 0 0 O |es LY &l [t Y llo
fa 1 00 1 0 0 0 O |&g
0 -1 0 0][e (3) Equations (4) and (5) describe the kernel representations o
1 0 -1 -1 e atransformer and a gyrator, repectively, wheig the trans-
“lo 1 0 0l]|e former turning ratioa and is the gyrator ratio. Notice how
0 1 0 o0 |e the first columns of th& andF matrices are negative, this is

due to the fact that the first columns corresponds to the input

Equation (3) is called the hybrid-input-output representa Ports. In this paper we have chosen the convention that input
tion [10] of the power supply. This representation implies acolumns are negative.
causal relationship between its inputs and outputs, wlichc A zero or one junction, on the other hand, can have an in-
trasts with the acausal kernel representation in equagpn (  finite number of kernel representations due to its MIMO na-

The Dirac structure is central to component-based analysisure (multiple bonds in, multiple bonds out). However, ther
because the composition of any number of Dirac structures i a pattern to the matrices; for a zero and one junction with
again a Dirac structure [14]. Composition of Dirac struesur n bonds, their kernel representations are shown in equations
is defined as the power-conserving interconnections betweg6) and (7). Note that in these two equations we only show
the Dirac structures [8]. In this paper we describe each comthe structural formats of their kernel representationkjroos
ponent of a system by its Dirac structure; their interaction will be assigned as negative or positive depending on direc-
become the composition of their Dirac structures. tion of bonds:



Modelica Association [2]. One of Modelica’s major distinc-

M 1 0 --- - Ol T o T tions from other modeling languages is that equations in
101 0 --- 0 €1 Modelica describes an equality rather than an assignment;
€ therefore, there is no inherent causality in the Modelica la
100 of | & " guage [2]. Its acausal nature makes Modelica an appealing
: : language to use for simulating the kernel representatian of
10 0 o 1| |en-1 Dirac structure.
00 0 o ol Le] Having the kernel representation of components, we can
- LoD (6)  simulate them acausally using s Modelica tool/software. We
000 00 f need to write out equations of the kernel representation of
0 00.-00 f2 each component and the constituent equations of bond graph
000 00T ~0 elements (such as source, storage, and resistive) on ther pow
.o L : ’ ports of each component. One of the advantages of using
0 0O 0 of |f,1 acausal methods is independent analysis; the kernel repre-
111 11 fn sentation of each component can be derived without knowl-

edge of its neighboring components or the global model. The

111 - 1 1[e ] acausal method can be automated into Modelica code, which
00 0 0 0| e a Moc_iel!ca sqftware can simulate. A summary of the algo-
00 0 . 0 0 rithm is listed in Algorithm 2.

.o ) . +
Lo - 3 Algorithm 2 DS2Modelica
000 - 0 Offéns -for all Components
0 00 0 O] [ en] - Set parameters of power ports, gyrators, and transformers
[0 0 0 - O] r f1 ] @ . Define power port variables;
110 - of | 1, - Define interaction port variables;
101 0 - 0] g - Write out Dirac structure equations;
0 - =0.
: - for all Power ports
St o1 o |faa - Write out constitutive bond graph element equations;
100 - 0 1L fn]

Our algorithm takes a component’s generalized bond graph
model and constructs its kernel representation. Firstrit co
structs the kernel representation of every power-conservi 4. CAUSAL MODELING AND SIMULA-
element inside the component using equations-(&j). Then TION
it combines all individual kernel representations togetre In addition to acausal computational models from the
ing equation substitution methods to form the full kerngkre kernel representation of components, we can also derive
resentation of the component. Note that the algorithm onlytheir respective hybrid-input-output representationfjciv
takes into account power conserving elements, because th@je causal computational models. In causal analysis, tiaere
form the Dirac structure equations. A summary of the algo€ no causal conflict, and the causality of every bond must

rithm is listed in Algorithm 1. be determined. These extra steps make deriving causal com-
putational models more complicated than deriving acausal
Algorithm 1 GBG2DS computation models. At the heart of the causal computation
-for all Components model is the hybrid-input-output representation of theaDir
- for all Power-conserving elements structure. In this section, we propose a method based on ele-
- Find E and F based on pattern; mentary column operations &f(x) andF (x) in order obtain
the hybrid-input-output representation.
- while Interconnections left We illustrate the elementary column operations with a sim-
- Substitute Dirac structure equations to form combinedple example. Consider the following kernel representation
Dirac structure; a system with only two power ports:

Modelica is a multi-domain modeling language for e f,
component-based modeling of systems developed by the [El E2] & +[F1 FZ] f, =0. (8)



iterates through each component sequentially and detesmin
the causality of every interaction power port.

EA EB Our IPPA algorithm takes advantage of the indifferent
. causality nature of resistors. Because of its indifferenitsal-
f A fB ity, a resistor can never be the source of a causal conflict,

which allows for the analysis of each component with its re-
sistive columns intentionally left out. With resistive pemw
Figure 5. Simple diagram of two interacting Dirac struc- ports ignored for the time being, the only power ports with
tures [8] guestionable causality are interaction power ports.
Similar to assigning causal strokes to a bond graph model,
we select a component with the least number of interaction
Mathematically, it is equivalent to the following represen ports and most number of constraint ports (source and stor-

tation: age) with which to begin propgation of interaction port as-
signments. We analyze the ranks of thé) matrix of the
[El Fz] [81] i [Fl Ez] |:f1} 0 (9) starting compqnent anq !oerform combinatio_n_s of elementary
f2 € column operations until it has full rank; additionally, dwet

same thing for the neighboring components. The process gets
repeated until every interaction port is assigned. A surgmar
%f the algorithm is listed in Algorithm 3:

The difference lies in the fact that the positiongefandr
are swapped. This elementary column operation interclsang
a column inE(x) with a corresponding column iR(x). This
technique is important in the derivation of the hybrid-itpu ‘Ajgorithm 3 IPPA
output representation of a component. <for all Components

From bond graph theory we know that source elements Swap all source of flow columns;
have fixed causality; sources of effort have effort-out-low . Remove all resistive columns:
in causality, while sources of flow have flow-out-effort-in
causality. As a result, the Dirac structure must solve the flo _  \\hile There are still unassigned interactions
of a source of effort given its effort (backwards for sources_ Find component with greatest interaction to constraint
of flow). In order to do so we need to apply the elementaryratio;
column operation to all source of flow power ports. _ Propagate interaction assignment;

Although storage elements have preferred causality, we
still want to fix their causality to integral causality, due t _ pyt back all resistive columns:
the issues that arises with implementing differentiatéssa

result of this constraint, we do not need to apply the elemen- Now that all interaction ports are assigned, we must deter-

tary column operation to storage power ports. The difficultmine the causality of every resistive power port. In ordetdo

part of this process lies in determining column swap for re-so we analyze the rank &%(x) of individual components; we

sistive and interaction power ports. Resistive power ptats  then apply the elementary column operation to the appropri-

be either effort-out-flow-in or effort-in-flow-out; there hoa  ate resistive power ports. Note that for components with- mul

priori way of determining how each resistor will behave. Thetipje resistors, there can be more than one unique solufion o

main focus of this algorithm is on the behavior of interagtio ¢olumn swapped resistive ports, but any of the solutionk wil

power ports. work in simulation. A summary is listed in Algorithm 4:
Consider the two Dirac structures in Figurel, andDg,

connected through an interaction. From a structural perspe Algorithm 4 Kernel2Hybrid

tive, if the interaction power port dd, is effort-out-flow-in,  -for all Components

the interaction power port dDg has to be flow-out-effort- - Determine which resistive columns to swap;

in, and vice versa. Therefore, we can declare that for twe Swap said resistive columns to obtain full ranked

Dirac structures that share the same interaction, the Eausa J+« —F1E;

ity of their interaction ports is opposite.
Similar to resistive power ports, there are two possible In Simulink, every block has a clearly defined input-output

causality configurations for interaction power ports. Idar  relationship. With each component’s hybrid-input-outyag-

to determine the causality of an interaction power port on aesentation, we can derive their corresponding block dia-

component, we must examine the component along with aljrams and simulate them inside Simulink. Our software uses

neighboring components. In this section we propose aninteiSimulink to create the block diagrams, where each com-

action port propagation assignment (IPPA) algorithm whichponent is modeled with the subsystem block. Inside each




component subsystem, there is another subsystem (the Dir&cl. SIMULATION OF ACAUSAL MODELS
structure of the component) along with its attached pants; t  The kernel representation of the power supply is presented
Dirac structure subsystem consists of a series of sums and Section 2.. For the motor, we obtain the following kernel
gains, depicting the dynamics of the Dirac structure equarepresentation:

tions. Power ports are modeled as follows:

—1 0] fe] , [0 K][fa] _ (10)
1. Source of effort: effort modeled as a step input (i.e. a 0 % € 1 0)|fg] 7
constant voltage source); flow sunk to a scope for the cable drum, we obtain the following kernel represen-
tation:

2. Source of flow: flow modeled as a step input (i.e. a con-
stant current source); effort sunk to a scope

-1 0 1 2] [es 0 1 0 O] [fg

3. Storage port: flow goes into an integratorandagain(in- f 0 1 0 0| |e 1 0 0 0| [fs
verse of the storage value) to obtain effort 0 0 0 O] |es t11 01 0 f5 =0, (b

0 0 Of|e] [1 00 3]|fy

4. Resistive port: effort and flow have a linear relationship
which can be represented by a gain, whose value dgor the load, we obtain the following kernel representation
pends on the orientation of the resistive element

5. Interaction port: effort and flow modeled as Inport and 01 g 01 (:)L 2"6 g 8 (1) 2 ]]:y
_ — 6| _
Outport -1 1 0 o0 |e Tlo o 0 o0 f7 =0,
Algorithm 5 creates block diagrams from hybrid-input- 0 0 0 0 f[es 11 -1 0t (12)

output representations. . . )
P P The system contains eight power ports, and their con-

stituent differential equations are as follows:

Algorithm 5 DS2BD
-for all Components 1. Power port 1 (voltage source); = Vs
- for all Power ports

- if Non-interaction port

- Model according to rules;

- if Interaction port

- Model as Simulink inports/outports;

Power port 2 (inductor)i2 = f2

Power port 3 (resistors = Rfs

Power port 4 (moment of inertiai% = %
Power port 5 (bearing frictionys = Ry fs

-Connect all components; .
Power port 6 (elasticity)i® = fs

Power port 7 (gravitational forceg; = mg

© N o g~ w N

f,
5. CASE STUDY: ELASTIC HOIST DEVICE Power port 8 (mass of load? = ;2

The generalized bond graph model of the elastic hoist de- With the kernel form for each component and the con-
vice is built in GME [1], which is a modeling tool developed stituent differential equations of the eight power ports es
by the Institute for Software-Integrated Systems at Vandertablished, we can simulate the dynamics of the system us-
bilt University. Inside GME we defined a generalized bonding the Modelica language. We implemented our Modelica
graph meta model, which allows for a simple generalizedcode in OpenModelica [3], which is an open-source Model-
bond graph model to be created. In addition to typical bondca modeling and simulation environment supported by the
graph elements, we also introduce an interaction elemenQpen Source Modelica Consortium (OSMC).
which models the interaction between components. For simulation we chosé=1,L =2,R=5,J=4,R, =

The meta model has an interpreter attached to it, written ir3, C = 0.001, mg= 100,M = 10, transformer turns ratio of
C++, that generates structural data from the generalizad bo 2, and gyrator turns ratio of 2.5. We ran the simulation with a
graph model. Structural data then gets passed through Algdime of two seconds. In our results we show the four states of
rithm 1, written in MATLAB [12], is used to calculate the the system: inductor statey (= Ley), moment of inertia state
E and F matrices of every component. We chose MATLAB(x; = J&y), elasticity stateXs = Ce;), and mass of load state
as an essential component in the software package due to it& = Meg). Our simulation plots (Figure 6) the four states of
abilities in handling matrices. the system (as shown below), running 2 seconds.



Figure 6. Simulation of the 4 states using Modelica

5.2. SIMULATION OF CAUSAL MODELS
The causal method requires a causality assignment to ea¢tand, needs the elementary column operation, which leads
interaction power port. First, all resistive columns of theto theF (x) matrix of the motor to no longer be full rank. We
kernel representation of each component are hidden, whicthen apply the elementray column operation to its intepacti
yields the following four expressions.

Power Supply
-1 0
0 1
0 O
0 O
M otor

O O O
= O OO

o sl 9]

We can then propagate to the cable drum, which is attached
via interaction portEy,F,). The interaction portEy, F) in
the cable drum then becomes a fixed constraint, which allows
us to look at interaction porEg, Fg). We see that thé& (x)
matrix of the cable drum has full rank, so interaction port
(Eg,Fp) is fine the way it is:

—10%eB 0 1 0]
0 1 0 10 0| |
0 0 0 e4+1oo[;4] (14)
o o of ¥ |1 0 2|LW

The interaction portEg,Fg) in the motor, on the other

port(EﬂaFa)

0 K| |fqg -1 0] |eq

s ollalo sl e
Finally propagation reaches the final Dirac structure, powe

supply, which requires no elementary column operation:

10 [ 010
0 10 10 0|}
0 00 [eZ]+ 10 0 [;2] (16)
0o o o L% 1 0 1f L'

Cable Drum With the causality of all interaction ports determined, we
-1.0 3 0 10 f can unhide all resistive columns, transforming equations 2
0 10 gﬁ L1 00 [fi] through 12 into:
0 0 O 1 00 ¢
0o 0 of % |1 0 2]LV ) )
-1 0 1 1 [g 0 1 0 0 |f;
Load 0 1 0 0 |& 1 0 0 O |f2
0 0 0 Dfg] [0 0 1 0rFf 0 00 0 |es|T|1 01 of[fs| =% @D
-1 0 -1 0} || 10 0 0 1 fg 0 0 0 O |e& 10 0 1 [fy
-1 1 0 O |e 0 0 0 of|fy ) ;
0 0 0 O 1 1 -1 0| |f _ 1
| . 8 I MR
We can see that the power supply contains 2 constraints, P ) K b
the motor contains no constraints, the cable drum contains 1 -
constraint, and the load constains 3 constraints, thusggoin [-1 0 1 3] [es 0 1 0 0](fg
by the method derived in Section 4., we will begin analysis | 0 1 0 0} &) 11 .0 0 0p fsl (19)
with the load. TheF (x) matrix of the load has arankof 3but | 0 0 0 0| |es 101 0](fs ’
a dimension of 4, which means that the elementary coumn [0 0 0 0] |/ [1 0 0 2] [f,
operation needs to be applied to one column; the only option
is the interaction portEy, Fy), which results in the following oo
expression: 0 0 0 1 fy 0 0 1 0 fe
0 0 -1 Of |es n -1 0 0 1 |fe| _ 0
01 0 Of|e -1 0 0 Of|fs ’
0 0 0 T1]fy 0 0 1 O e 1 0 O Oe] |0 1 -1 0]|[fg
0 0 -1 Of |es -1 0 0 1 |fe (20)
01 0 Of]le T11 0 0 0 f7 (13) We can see that all folf (x) matrices are full rank, which
1 0 0 O |eg 0 1 -1 0f|fg means elementary column operations are unnecessary for any




-
-
x2
To Workspace 7]
To Werkspace
Tl e ale al 1]y 2 »

N 0 =) il e[ 1 |y
Scope2 I Integrator Scopel \,I‘ =
14 Integrator
Tf o]
Step Gan Scoped|
o _beta i_beta —%
Pz iz e_beta f_beta
Gain
Cle e ” s N[
Cle pes o ) * > >
Scope2 Scope
Scoped Scope3
es - - is
(3 ——wfe_apna sapha|—— {7 ) e = > is 5 o]
e_apha 1_apha Scoped Scopel
Di Structure
(e g iLgems (7 )
e_gamma f_gamma
es /_,,I1 f3 Drac Structure
=
’ ]
: : e
Figure 7. Block diagram for the power supply i

Figure 9. Block diagram for the cable drum
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of the resistive power ports. Therefore, we can formulate m_. ol E
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was already formulated in equation (3)): Brac Swuenre
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P D % Figure 10. Block diagram for the hoist device load
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The consituent differential equations of each power pori T -
are implemented as described at the end of Section 4.. Each .
these hybrid-input output forms, along with constitutivé d 5 o ; o 3 £ 5 ; s 2
ferential equations of power ports, can then be converted in staex3 st 14
block diagrams, Figures 7 through 10. The combined forrrm\/\/“\f i
for the whole system is shown in Figure 11. S YUY
Simulation results of the states of the system are shown ii",_
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Figure 12, using the same simulation parameters as the Moa- © = ) AP
elica simulations. Figure12. Simulation of the 4 states using Simulink



6. DISCUSSION AND FUTURE WORK elements for which an inversion of its constitutive equagio

The most important point of this paper is the distinctionis difficult or even impossible. A possible way to address thi
between acausal and causal component-based simulation Rffoblem is to define various types of resistive elements (lin
systems. In Section 3. we have seen that acausal simulation§ar vs. nonlinear) and setting causality constraints, ak ¢d
generated from the kernel representations of each compone§ausality constraints, appropriately.
which are derived independently of each other. Causal simu- Other future work can include comparing the total compu-
lation of a component, on the other hand, requires knowledgtational cost of the causal method and acausal method. The
of its interacting neighbor components in order to deteemin derivation of computational models for the causal method
the causality of each interaction port. This difference esak Will take longer because of the extra steps, but its ODE solve
causal computational models of components more difficult tavill be less computationally expensive than the DAE solver
generate as compared to acausal computational models. of the acausal method. But due to the size of the system in this

However, the causal method does have one significant ad2@Per; there is really no obvious indication of which method
vantage over the acausal method: identification of caysalit'S faster.
conflicts. Any conflicts in causality will result in an under- ~More importantly, we can analyze certain properties of a
rankedF (x) matrix, which will result in the inability to derive ~Systém in a component-based way. For example, contrellabil
the hybrid-input-output representation. The acausal atbth ity of a system is determined by the controllability indimest
on the other hand, has no way of identifying causal conflictsOf its bond graph model [9]; however, the controllabilitglin
kernel representations of every component will not give anysator comes from the global model. Future work can be done
indication of causal conflicts. to determine the controllabilty, and other system propsrti
Another major difference between the causal and acaus§Hch @s stability and verification, of a system by examining

method occurs during simulation time. The acausal methodS €0mponents and how they interact. Additionally, we can
(Modelica) uses a Differential Algebraic System Solvercreate a library in Modelica with components that use Dirac

(DASSL) engine which symbolically manipulates the equa-SUUCtureS'

tions in order to solve for all the variables. The causal méth

uses an Ordinary Differential Equation (ODE) solver, which ACKNOWLEDGEMENT

uses numerical integration techniques to solve for all-vari  this work is supported in part by the National Science
ables. DAE’s are generalizations of ODE’s, and includes fun Foundation (CNS-1035655, CCF-0820088).

damental mathematical properties that makes them computa-
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