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Abstract— Real-life Cyber-Physical Systems (CPSs), such assystems such as smart exercise machines [2], teleopefa}ors
automotive vehicles, building automation systems, and groups digital filters [4], and networked control systems [5]-[7].

of unmanned air vehicles are monitored and controlled by P . . . o
networked control systems. The overall system dynamics emegg The main idea of our approach is that by imposing passivity

from the interaction among physical dynamics, computational Constraints on the component dynamics, the design becomes
dynamics, and communication networks. Network uncertainties insensitive to network effects, thus establishing orthnadity

such as time-varying delay and packet loss cause significant(with respect to network effects) across the controllerigies
challenges that probihit the application of traditional component-  5nd implementation design layers. This separation of aoisce

based design methods. This paper proposes a passive controly, ., yers the model based design process to be extended for
architecture for designing CPSs that are insensitive to net-

work uncertainties. The proposed method improves orthogonality N€tworked control systems. It should be noted that passive
across the controller design and implementation design layers Structures have additional advantages with regard to tobss

with respect to network uncertainties, thus empowering model- in the presence of finite length representations and satura-
driven development. The paper presents the architecture for a tjgn [4] but this paper focuses on network effects that is one

;'mp"f'.ed system consisting of a robotic manipulator controlled ¢ 0 14t significant concerns in the development of CPSs.
y a digital controller over a wireless network and simulation

results that show that the system is insensitive to time-varying  1he paper first discusses challenges in applying component-
network delays. based system design techniques for CPSs in Section II. The

challenges stem from the heterogeneity of CPSs not only
|. INTRODUCTION in terms of their components but also in terms of essential
design requirements. For example, control design typicall

The heterogeneous composition of computing, sensing, d&pends on assumptions that neglect the network uncésgint
tuation, and communication components has enabled a modgrmajor problem for model-based design is decoupling céntro
grand vision for real-world Cyber Physical Systems (CPSsjpecification from implementation uncertainties. To adslre
Real-world CPSs, such as automotive vehicles, building agis problem, we propose a passive control architecture tha
tomation systems, and groups of unmanned air vehicles a@ounts for the effects of network uncertainties.
monitored and controlled by networked control systems andafier a brief backgound on passivity in Section I, we
the overall system dynamics emerges from the interactigfesent the architecture for a simplified system consisting
among physical dynamics, computational dynamics, and cogyopotic manipulator controlled by a digital controllereora
munication networks. Design of CPSs requires controllingjreless network in Section IV. We focus on the technical
real-world system behavior and interactions in dynamic anghtails required for implementing the architecture and we
uncertain conditions. This paper, in particular, aims giliap gytline the technical results that ensure passivity ankilitia
cations that integrate computational and physical dewis&®) of the overall system. Section V evaluates the passive @ontr
wireless networkg such as medical de_vice networks, grouglgsign for a typical 6 degree-of-freedom robotic arm con-
of unmanned vehicles, and transportation networks. trolled by a digital controller over a 802.1lb wireless netk.

This work is motivated by the rapidly increasing use ofye present simulation results based on a detailed model that
network control system archictures in constructing reali  contains components for the robotic arm, the wireless netwo
CPSs and aims at addressing fundamental problems caused/ky the digital controller that show that the system opemati
networks effects, such as time-varying delay, jitter, da® s jnsensitive to time-varying delays. We also compare the
limitations, and packet loss. To deal with these implentésia proposed method with a standard non-passive controller to
uncertainties, we propose a model-design flow on top pfystrate the advantages of passive control design. Kjinal

passivity, a very significant concept from system theory [1§ection VI presents the main directions of our future work.
A precise mathematical definition requires many technical

details, but the main idea is that a passive system cannbt app |
an infinite amount of energy to its environment. The inherent
safety that passive systems provide is fundamental iningild Building systems from components is central in all engi-
systems that are insensitive to implementation unceigsint neering disciplines to manage complexity, decrease tone-t
Passive systems have been exploited for the design of divemsarket, and contain cost. The feasibility of componenedas
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Plant Controller tion/lmpl_ementa;ion Interface”. The implementation iseif .
Dynamics (= Models has a rich design flow that we compressed here only in
Models two layers: System-level design and Implementation ptatfo
Controller design design. The software architecture and its mapping on the
Specification (distributed) implementation platform are generated ie th
C‘@E‘:g;g';;?‘a""" system-level design layer. The results - expressed again in
the form of architecture and system models - are passed on
Software System-Level through the next Specification and Implementation Interfac
Architecture <= Models to generate code as well as the hardware and network de-
Models sign. This simplified flow reflects the fundamental strategy i
System-level design| platform-based design [8]. Design progresses along @gcis
%}ﬁﬁ:ﬂ;ﬁﬁon defined abstraction layers. The design flow usually includes
Interface top-down and bottom-up elements and iterations (not shown
in the figure).
HW and Effectiveness of the platform-based design largely depend
Code =1 _ Network on how much the design concerns (captured in the abstraction
Canfiguration layers) are orthogonal, i.e., how much the design decisions

Implementation Platform Design in the different layers are independent. Heterogeneitsesu

major difficulties in this regard. The controller dynamics i
typically designed without considering implementationlesi
effects (e.g. numeric accuracy of computational compaent

) - __timing accuracy caused by shared resource and schedulers,
system design depends on two key conditions: compositigfine varying delays caused by network effects, etc.). Tgnin

ality - meaning that system-level properties can be conputgnaracteristics of the implementation emerge at the camtie
from local properties of components - and composability 5f design decisions in software componentization, system
meaning that component properties are not changing as k& reggthitecture, coding, and HW/network design choices. Compo
of interactions with other components. Lack of composHioRsitionality in one layer depends on a web of assumptions to be
ality and composability lead to behavioral properties &t  satisfied by other layers. For example, compositionalityhen
be verified or measured only by system-level analysis (andi@ntroller design layer depends on assumptions that teetsff
testing), which becomes inefficient for real-world compleyf quantization and finite word-length can be neglected bad t
systems. discrete-time model is accurate. Since these assumptiens a
CPSs are inherently heterogeneous not only in terms of thgist satisfied by the implementation layer, the overall desig
components but also in terms of essential design requirsmeneeds to be verified after implementation - even worst -
Besides functional properties, CPSs are subject to a withera changes in any layer may require re-verification of the full
of physical requirements, such as dynamics, power, physiggstem.
size, and fault tolerance in addition to system-level regui  An increasingly accepted way to address these problems
ments, such as safety and security. This heterogeneity d@eso enrich abstractions in each layer with implementation
not go well with current methods of compositional design fatoncepts. An excellent example for this approach is True-
several reasons. The most important principle used in @chigime [9] that extends Matlab/Simulink with implementation
ing multi-objective compositionality is separation of cemns related modeling concepts (networks, clocks, scheduserd)
(in other words, defining design viewpoints). Separation @lpports simulation of networked and embedded control sys-
concerns works if the design views are orthogonal, i.e.giesitems with the modeled implementation effects. While this
decisions in one view does not influence design decisiogs a major step in improving designers’ understanding of
in other views. Unfortunately, achieving compositionalior  implementation effects, it does not help in decoupling giesi
multiple physical and functional properties simultandpisa |ayers and improving orthogonality across the design corsce
very hard problem because of the lack of orthogonality amomgcontroller designer can now factor in implementation etfe
the design views. (e.g., network delays), but still, if the implementatioraokes,
Figure 1 represents a simplified model-based design flalae controller may need to be redesigned.
of a CPS composed of a physical plant and a networkedDecoupling the design layers is a very hard problem and
control system. In a conventional design flow, the controllgéypically introduces significant restrictions and/or alesign.
dynamics is synthesized with the purpose of optimizing peffor example, the Timed Triggered Architecture (TTA) orthog
formance. The selected design platform (abstractions@wid t onalizes timing, fault tolerance, and functionality [10]t it
used for control design in the design flow) is frequentlgomes on the cost of strict synchrony, and static structure.
provided by a modeling language and a simulation tool, suéth an analogous manner, we propose to encompass passivity
as Matlab/Simulink. The controller specification is passeddto traditional model-driven development processes uheor
to the implementation design layer through a “Specificde decouple the design layers and account for the effect of

Fig. 1. Simplified CPS design flow.



network uncertainties. ables are generally denoted with an effort and flow pair whose
Our approach advocates a concrete and important transfameduct is power. However, when these power variables are
mation of model-based methods that can improve orthogaubject to communication delays, the communication channe
nality across the design layers and facilitate composiiionceases to be passive which can lead to instabilities. Wave
component-based design of CPSs. By imposing passivitgriables allow effort and flow variables to be transmitted
constraints on the component dynamics, the design becorgsr a network while remaining passive when subject to
insensitive to network effects, thus establishing orthnadity arbitrary fixed time delays and data dropouts. If additional
(with respect to network effects) across the controllerigfes information is transmitted along with the continuous wave
and implementation design layers. This separation of amscevariables, the communication channel will also remain ipass
empowers the model-based design process to be appliedifothe presence of time-varying delays [5]. More recently
networked control systems. Network effects need not be cdh-has been shown that discrete wave variables can remain
sidered at the contoller design layer and the theoreticat-gupassive in spite of certain classes of time-varying delaysd a
antees about stability and performance are independeheof dropouts [6], [11]. In addition, a method which states how
implementation uncertainties. Further, stability is ntaimed to properly handle time-varying discrete wave variabled an
even in the presence of disturbance traffic in the network. maintain passivity has been developed in [7] and is used in
The remaining of the paper presents in detail a sinour passive control architecture.
plified system consisting of a robotic arm controlled by
a digital controller over a wireless network. We focus on IV. PASSIVE CONTROL ARCHITECTURE
the controller design layer and we manually generate Mat-__ ) ) )
lab/Simulink/TrueTime models of the overall system and an- NS Section presents a passive control architecture for a
alyze the behavior using simulations. Our results suppart tSiMPlified system consisting of a robotic manipulator con-
advantages of the passive control architecture regardiag {rollgd by a digital control!er over a ereless_network. The
orthogonality between the control design and the network ugfchitecture accounts for time-varying delays in the nekwo
certainties. Implementing an end-to-end tool chain forspes SPecifically, all components are designed to preserve\pssi

control design of systems consisting of multiple plants arfhsuring stability of the closed loop system. We present an
multiple controllers communicating over wireless netveik overview of the architecture focusing on the technical itketa
a subject of current and future work. required for the implementation. The theoretical fourmagi

for control of passive plants over wireless networks can be
[1l. BACKGROUND ONPASSIVITY found in [12].

There are various precise mathematical definitions for pas- ]
sive systems [7]. Essentially all the definitions state that A. Robotic System

output energy must be bounded so that the system doegyr control strategy takes advantage of passive structure
not produce more energy than was initially stored. Strctlyt 5 robotic system [13]. The robot dynamics which are

output passive systems and strictly input passive systeiths Wjenoted byG,...:(7) in Figure 2 are described by
finite gain have a special property in that they &restable.

Also, passive systems are Lyapunov-stable in terms of all T=M(©)0 +C(0,0)0 + ¢(O). 1)
observable states. Passive systems have a unique property
that when connected in either a parallel or negative feddbathe state variable® denote the robot joing angles, is the
manner the overall system remains passive. By simply gjosiifiput torque vector,M/(©) is the mass matrixC'(©, ©) is
the loop with any positive definite matrix, any discrete timge matrix of centrifugal and coriolis effects, ap@) is the
passive plant can be rendered strictly output passive. iEhisgravity vector.
an important result because it makes it possible to directlyDespite the complexity of robotic manipulators, simple
design low-sensitivity strictly-output passive contest using control laws can be used in a number of cases. A fundamental
the wave digital filters described in [4]. consequence of the passivity property is that a simple in-
When delays are introduced in negative feedback coslependent joint continuous-time proportional-derivat{D)
figurations, the network is no longer passive. One way twntrol can achieve global asymptotic stability for setrpo
recover passivity is to interconnect the two systems withevatracking in the absence of gravity [14]. Therefore, we emplo
variables. Wave variables were introduced by Fettweisdieor a PD controller but we consider a discrete-time equivalent
to circumvent the problem of delay-free loops and guarant@aplementation that communicates with the robotic systém v
that the implementation of wave digital filters is realizap4]. a wireless network. To compensate gravity, we select as the
Wave variables define a bilinear transformation under whigontrol commandr, = 7 — g(©). Then it can be shown that
a stable minimum phase continuous system is mapped tdhe robot is gpassive dissipative system which is alstossless
stable minimum phase discrete-time system, and thus, thewhich all supplied energy is stored as kinetic energy i th
transformation preserves passivity. robot [15].
Networks consisting of a passive plant and a controller areFurthermore, the robot can be made to dtectly-output
typically interconnected using power variables. Poweri-vampassive by adding negative velocity feedback [7]. Therefore,
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Fig. 2. Proposed Wireless Passive Control Architecture
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we select the control commang to have the following final corresponding torque and velocity vectatg,(t), ©(t) €
form ) R™ as follows:
Tu=T7—9g(0)+ €0, € >0. 1 .
. . . : : 5 (up (£)up(t) = Vieq(t)vuca(t)) = OT (E)Tucalt)-
The gravity compensation and the velocity damping are im- 2

plemented locally at the robotic system and it can be showpe wave variable Vuea(t) and velocity measuremere(t)
that the gravity compensated system with velocity dampinge considered inputs and tieave variable u,(t) and de-

denotedG : 7, — © is passive whene = 0 and strictly- layed control torquer,.q(t) are considered outputs and are

output passive for any e > 0 respectively. computed as follows:
B. \(\Arele&s Con.trol Architecture . | w®) ] [ —I VI [Ducalt)
Figure 2 depicts the proposed wireless control architectur Tuead®)| T |=V2BT BT o(t)

The robotic systent? : 7, — © is controlled by a gassive
digital controller G, : ¢é[i] — 7,.[i] using wave variables wherel ¢ R™*™ denotes the identitiy matrix.
defined by the bilinear transformation denoted asFigure 2. The digital control input and outputvave variables
The communication of the wave variables is subject to time;q[i], vuc[d] € R™ depicted in Figure 2 are related
varying delays incurred in the wireless network that must lie the corresponding discrete torque and velocity vectors
accounted for in order to ensure passivity and stabilityhef t 7,..[i], ©4[i] € R™ as follows:
overall closed loop system. 1 )
The digital controllerG,. is interconnected to the robot E(u;d[i]upd[i] — ) [i]vueli]) = Tueli] TO4]i]
via a passive sampler (PS) at sample raig which converts . ]
the continuouswave variable u,(t) to an appropriate scaled Thewave variable u,4[i] and control torque.[i] are consid-
discretewave variable u,,[i]. Conversely, @assive hold device ered inputs and theave variable v,.[i] and delayed velocity
(PH) converts the discrete timsave variable v,.4[i] to an O4]i] are considered outputs and are computed as follows:
appropriately scaleevave variable v,.4(t) which is held for p
T, seconds. [U_uc[i]] | _\/;I |:upd[i]:|
The inner-product equivelant sampler (IPES) and zero- O4li]| \/51 _17 | [ Tueld]
order-hold ZOH) blocks at the input of the digital con- b b
troller are used to ensure that the overall systéy., : D. Passive Sampler and Passive Hold

O, (1), 7 ()] — [r0.(£), 0T ()]T is (strictly output) pas-  The passive sampler denoted (PB,) in Figure 2 and the

sive. ©_,(t) denotes a (negative) desired velocity profile fogorrespondingassive hold denoted (PHj,) must be designed

the robot to follow, 7,.(t) is the continuous timepassive sych that the following inequality is satisfi&tV > 0:
control command, and,(t) is a corresponding “disturbance”

. .. NTs
torque applied to the robots joints. / (u;(t)up(t) — 0T () vucalt))dt—
C. Wave Variables v
The continuous robot input and outpwave variables (ul ilupli] = 1 gli]vacali]) = 0 @)
D uc uc - .

Vyea(t), up(t) € R™ depicted in Figure 2 are related to the

@
I
o



This condition ensures that no energy is generated by the V. EVALUATION
sample and hold devices, and thus, passivity is preserved.

Denote each element of the column vectors, (¢), u i This section presents preliminary simulation results ta-ev

uate the passive control architecture for controlling aotimh

asuy, (1), up, [7] in whichj = {1,..., m}. An implementation :
of thé PS tﬁat satisfies condition (2) is given by arm over a wireless network.
iT, iTs A. Experimental Setup
a 5 :
up, [i] = /(i_l)Ts Up; (t)dt S'gn(/(i_l)Ts up, (£)dt). We consider the Pioneer 3 (P3) arm which is a robotic

) o manipulator built for the P3-DX and P3-AT Activmedia mobile
in which j = {1,. ';t;lm}' robots. The P3 Arm has two main segments, the manipulator
Denote each j** element of the column Vectorsyng he gripper. The manipulator has five degrees of freedom
Vucd(t); Vucali] @88 Vucd, (1), Vucq; [i] iInWhich j = {1,....,m}.  anq the gripper has an additional one. Figure 3 shows the
An implementation of the PH that satisfies condition (2) is ome position of the P3 arm including the locations for the
Ve () = Lvuwj i 1], t € [iTy, (i + 1)TL]. centers of gravity using the point mass assumption.

VT,
E. Passive controller A5 =0.113m
Typically apassive continuous-time PD controller is imple- T m3m4=0
mented as
é1(t) = (©a(t) +O_4) m5
Tuc(t) = Kper(t) + Ka(Oa(t) +©_y). D4 = 0.137m

A state-space realization of the controller can be desdrilye
z(t) = Ax(t) + Bu(t) 3)
y(t) = Cx(t) + Du(t). (4)

whereA =0, B=1, C =K, =K, >0, D =Ky =

K] > 0} (all matrices are iR™>™).
To obtain a digital controller, we implement the discrete-

m1

m2

A

A
i i 1
A2 =0.160m A1 =0.068m

time equivalentpassive controller Gp. : é1[i] — Tucld] Fig. 3. Pioneer 3 Arm
computed from the state-space realization (3,4) with sengpl ] ) . )
period 7. The resulting controller is implemented as The simulation model includes three main subsystems as
shown in Figure 4. The dynamic model of the robotic arm is
z[k + 1] = ®spa[k] + Lspulk] described by Equation (1) and is derived using the Langeangi
y[k] = KsCspz[k] + KsDspulk]. (5) approach for computing the elements of the mass matrix,

. . ) ) coriolis and centrifugal vector, and gravity vector [16fher
where Ks > 0 is a diagonal scaling matrix and[k] = 15de is implemented as a Simulink block using the “Robotics
(©4[k] +©_[k]). Details for computing the digital controller 15410y for Matlab” [17] and includes gravity compensation
and a theo_rencal result shovymg that thc_—} controllestigctly- and velocity damping as described in Section IV.
output passive can be found in [12, Section 2.3.1]. To evaluate the performance of the control scheme over
F. Passivity of the Closed-Loop System a wireless network, we use the “Truetime Toolbox 1.5” [9].

All elements of the wireless control architecture are in=1pIéNe consider that the controller is inteconnected to the tiobo

mented to ensure passivity. In addition, if the commundgati armt v_|a ?h802.llb dwwglesls netvxtlocrjk. Tr_]re n_tle_FworIli SUb%‘T’te?
protocol ensures that contains three nodes implemented as TrueTime kernel hlocks

The first node (node 1) implements the network interface ®f th

NT, - (N-1) - digital controller and the second node (node 2) the interfac
/ O (O)Tuca(t)dt > Y 7L.[iOali] (6) for the P3 arm. A third network node (node 3) is used as a
0 =0 disturbance node in order to incur time-varying packet yela

always holds, it can be shown that when = ¢ = 0 the as described in [18]. For our simulations, we use the 802.11b
system depicted in Figure 2 f@assive. Furthermore, ife, > wireless block in TrueTime with the throughput is set to
0, ande > 0 then the system istrictly-output passive and 11 Mps, which is the theoretical limit of 802.11b, and the
L7 stable. The proof is based on the fact that all componemtsnaining parameters set to the default values. The ctatrol

of the architecture preserve passivity and is a straigitiodt  wireless node and robot node are 10 meters apart while the
extension of the results presented in [12]. Condition (6) calisturbance node is 5 meters away from both. The packet size
be imposed on the wireless communication protocol by nobntains a 120 bit header plus preamble and a payload of 384
processing duplicate transmissions of wave variables [7]. bits required to fit 6 double precision floating point values.
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The controller subsystem contains two components: a block
from the robotics toolbox (jtraj) which provides the refiece
velocity trajectory for the robotic arm to follow and a distz

-0.2

state-space model of the controller. The controller reeiv O D R
as input the reference trajectory along with the actual robo
velocity and computes the torque control command for the Fig. 6. Non-passive systemT; = 0.05 sec.

robot. To demonstrate the advantages of the passive control
architecture, we performed two sets of experiments, onggusi
a non-passive control architecture and one using the masgparameter, a packet is sent out over the network. Figure 7
control scheme presented in Section IV. In all the expertsyienshows the network schedule when the disturbance parameter
the reference provided to the controller commands the rbotis 0.5. A value of 0 means the node is idle, a value of 0.25
go to a position of [1 0.8 0.6 0.4 0.2 Q] from the start positiomeans the node is waiting to send, and a value of 0.5 means
of all joints equal to zero over a 4 sec time interval. the node is sending data. These values are superimposed to
i ) the node id and are plotted in Figure 7. Figure 8 is a graph of
B. Non-passive Control Architecture the network delay between the controller node and the robot
In the first set of experiments, we consider a non-passiMede caused by the disturbance traffic. When the disturbance
control scheme. To implement the digital controller, we- digs increased, packet delay is introduced because the dentro
cretize the continuous-time PD controller described by.Edgsode and robot node have to wait for the disturbance node to
(3)-(4) using a standard zero-order hold operation [19} Thtop sending as illustrated in the network schedule. Fi§ure
digital controller communicates with the robot directlytut shows that the time-varying delays have significant effect o
using wave variables. The gravity compensation and velocihe stability and performance of the robotic arm in the case
damping are implemented locally as in the passive contigl the non-passive control scheme.
scheme.
The non-passive system is highly unstable for large cofy: Passive Control Architecture
troller gains. To obtain reasonable results, we set thesgain  The second set of experiments involves the proposed passive
k, = kq = 3. Figures 5 and 6 show the joint angles of theontrol architecture. In this case the control gains aretset
robotic arm for two different sampling periods. The systam &, = 600 and k; = 2.8. Figures 10, 11, and 12 show the
unstable for7s = 0.1 but becomes stable whéfii = 0.05 results for sampling periods 0.2, 0.1, and 0.05 sec respécti
sec. When the sampling period is increased, the robot slighly
To simulate the system in the case of time-varying delaysyershoots its destination but it finally settles to the ki
we incorporate the disturbance node. The sampling peritmtation.
is kept constant (0.05 sec), but the amount of disturbanceThe passive control design not only allows larger controlle
packets on the network varies. The disturbance node sampjass and slower sampling but also ensures that the system
a uniform distributed random variable if©, 1) periodically is insensitive to time-varying delays. Figure 13 shows the
every 0.01 sec. If the value is greater than a disturbancetwork schedule and figure 14 the network delay when the
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disturbance parameter is 1 and the sampling period of the
controller isTs; = 0.05. Figure 15 shows that the time-varying
delays have little effect on the stability and performantthe
robot as ensured by the theoretical analysis. The simuakatio
are similar for the larger sampling periods as well. This
robustness to time-varying delays stems from the passivity
constraints imposed on all the components of the networked
control architecture.

VI. DIScUSSION ANDFUTURE WORK

The overall system dynamics of CPSs emerges from the in-
teraction among physical dynamics, computational dynamic
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Fig. 13. Network schedule for disturbance = 1.



008 _ Nodelo2Neworkbelay for the model-based design of networked control systems
that will support modeling, simulation, and model-based
code generation of networked control applications; and

« We plan to demonstrate and experimentally evaluate

s ~ - - - | the proposed design technology using a networked tele-

Node 51 1 e pelay operated robotic platform consisting of networked au-
‘ ‘ ‘ ] tonomous vehicles equipped with robotic arms and haptic

£ ooaf ] paddles connected via a wireless network.
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